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1 Introduction

1.1 Research Objective

The objective of this quaitative sudy is to examine and document how introductory physics
sudents treet the uncertainty of measurements. In meeting this objective, the conceptions and
practices of physcsingructors (primarily graduate teaching assistants) are dso examined in order

to define areference standard to which the student practices may be compared.

1.2 Research Questions
This study is guided by the following questions:
1. What are the common conceptions, practices, or "Facets' (Mingtrell 1992) demonstrated
by introductory physics students regarding measurement uncertainty and error andyss?
2. How do students treat the uncertainty in measurements differently than experts (graduate
students, professors, and authors of reference materials)?
3. Why do students bdlieve what they do about measurement uncertainty? (Answering this
question helps facilitate the development of more effective curricular materids for teaching

measurement uncertainty.)

1.3 Motivation for this Research

Despite the fact that extensive research efforts have been made in recent years to better
understand how students learn physics, very few studies have addressed students understanding of

the inherent uncertainty associated with physical measurements (Sere, Journeaux et a. 1993;



Lubben and Millar 1996; Allie, Buffler et d. 1998; Soh, Fairbrother et d. 1998). Of these studies,
none have made a comprehensive effort to examine the scope of this concept, even though itisa
critical component of al scientific investigations. As nearly dl physicslab ingructors can attest,
introductory students (and even advanced students) often have difficulty understanding and
andyzing the uncertainties in their measurements (see Chapter 2). Therefore, it seems prudent to
investigate these difficulties and try to understand the cause for confusion and misunderstanding so
that ingtruction on this subject can be improved. This subject is dso worthy of investigation
because it has many diverse gpplicationsin avariety of disciplines as explained in the following

sections.

1.4 The Nature of Uncertainty in M easurement

Measurement uncertainty is an intringc part of dl scientific investigations. Science is based
on the systematic pursuit of knowledge involving the collection of data through observation and
experiment, and the formulation and testing of hypotheses (Merriam-Webster 2000). The laws of
nature as we know them have been developed and tested from years of scientific investigation.
The process of scientific inquiry naturdly leads to the important questions about how well an
empirica result is known, whether or not the result agrees with a hypothesis or theoretica
prediction, and whether the result can be verified by other researchers. In order to answer these
basic questions, the uncertainty of the measured result must be estimated and quantified to indicate
the degree of confidence associated with the measurement. Only after the uncertainty of an
experimenta result is established can a reasonable conclusion be made about how the result

compares with atheoretical prediction or some other experimental vaue. Therefore, the process



of determining the uncertainty of measurements (commonly caled error analysis) isfundamentd to
al scentific invedtigations
Physicsis the study of matter and energy interactions and is the most fundamenta of the
natural sciences. Nearly dl of the physics principles taught to sudents are based on
experimentation, and every experiment requires measurements that are inherently uncertain.
Introductory physics laboratory courses provide a natural opportunity for Sudentsto learn the
fundamentd practices of experimentation and data anadyss. Aswill be shown in this dissertation,
these practices are not easy for students to master, but the effort to do so is worthwhile since the
concepts have important applicationsin a variety of fields beyond physics.
The following quote summarizes the importance of improving indruction in the area of error

andyss

It has been a congderable handicap to many experimenters that their forma scientific training

has |eft them unequipped to ded with the common stuation in which experimenta error

cannot be safely ignored. Not only is awareness of the possible effects of experimenta error

essentid in the andlysis of data, but <o its influence is a paramount congderation in

planning the generation of data, thet is, in the design of experiments. Therefore, to have a

sound base on which to build practica techniques for the design and analysis of experiments,

some elementary understanding of experimental error and of associated probability theory is

essentid (Box, 1978, p.24).
1.5 Student Difficulties with Measurement Uncertainty

The primary reason for investigating student trestment of measurement uncertainty is that
there is widespread anecdota evidence from physics teachers that sudents have difficulty analyzing
measurement errors. A god of thisresearch is to determine how widespread these
misunderstandings redly are, and whether the Stuation is as bad asteachers believe. Beow are

some common student behaviors that have been observed by the author and other physics

ingtructors (a more comprehensive list can be found in Chapter 2):



Students often fail to consder the uncertainty in measured va ues when evauating whether
two results are in agreement.
Students gpply rules of sgnificant figures without a firm conceptua understanding of why
they are used.
Students frequently report results with more (in)significant figures than can be judtified.
Student comments indicate limited thought about the nature of uncertainty:
“We used a computer to andyze our data so there was no error in our result.”
“The primary source of error in our experiment was human error.”
Concern about these behaviors contributed to the motivation for this research. A more
extensve investigation of the student learning objectives targeted by this study is presented in

Chapter 2.

1.6 Applicationsin Physics

Precison measurements are inherently linked to physics, especidly in experiments designed
to push the limits of what we know about the physical world. Thisis the reason that the Nationd
Indtitute of Standards and Technology (NIST) has aphysics divison that is responsible in part for
continuing to measure and report the fundamental physical constants to the greatest precison
possble. NIST isafedera agency of the U.S. Department of Commerce and is responsible for
communicating with industry to develop and gpply technology, measurements, and Sandards. To
fadlitate this communication, NIST has published guiddines for evauating and reporting the

uncertainty of measurements (Taylor and Kuyatt 1994).

1.7 Applications Beyond Physics

One reason for investigating student understanding of measurement uncertainty isthat itisa
truly fundamental concept that has gpplications in many diverse scientific fields including metrology
(the study of measurements), satistics, physcs, engineering, chemistry, economics, and even the
socid sciences. The use of scientific datais certainly not limited to researchers, laboratory

4



technicians, and engineers. The generd public is dso respongble for interpreting scientific reports
and making decisions based on the results of experimenta studies. Unfortunately, many members
of society are numericdly illiterate and do not have the skills necessary to make sound decisions
despite dl the quantitetive data that are available to them. In hisbook Innumeracy, John Paulos
gives numerous examples of dtuations where people often do not use or understand numerica data
and the consequences this misunderstanding can have on their lives (Paulos 1988). Students who
learn data analysis kills (in a physics lab or by some other means) should be better prepared to
make sense of numerical data they encounter in both their careers and persond lives. This
viewpoint is supported by an excerpt taken from a 1997 paper presented by Marye Anne Fox at
asymposum in Washington, D.C., held by the Center for Science, Mathematics, and Engineering
Education to reflect on educationa reform during the past 40 years since Sputnik:
As scientists, mathematicians, and engineers, many of us are completely astonished by our
sudents' inability to understand scale. One of my colleagues asked his freshman students
thisfdl to estimate the diameter of the earth. From a class of severd hundred, he got two
responses. 100 miles and 1.41 million miles. The first student had just arrived in Augtin
from Waco, a distance of about 100 miles, and perhaps the distance from home to college
did represent the ends of the earth to him. But the second one? How can one be so wrong
with such precison? How bewildering living every day within nature must be to such
students? (Fox 1997)
Every measured vaue has some degree of uncertainty, and while most circumstances do
not warrant an extensve error analys's, there are numerous Stuations beyond the field of physics

where areasonably accurate determination of the uncertainty isimportant for making critica

decisons. Severd important examples are provided in the following sections.



1.7.1 Legal Decisions

Many important legal decisons depend on the accuracy of scientific datathat isinherently
subject to uncertainty. Consequently, the Federd Rules of Evidence for court testimony by experts
and technicd datawere revised in 1993 to include the following points (Bernstein 1993)

1) The court should determine whether the theory or technique in question can be (or has

been) tested.

2) Peer review isan important consideration.

3) The known or potentia rate of error of the technique should be determined, as should the

exisence and maintenance of standards controlling the technique's operation.
The Federa Rules of Evidence place the responsibility on attorneys to validate the accuracy of any
scientific evidence presented in court cases. However, jurors should aso have areasonable

understanding of the nature of errors associated with empirica data so that they can make well-

educated decisons, epecidly since their judgments will affect the future of other human beings.

1.7.2 Environmental Risk Assessment

One specific gpplication of measurement uncertainty isin the assessment of environmenta
risks for human hedth and safety. The United States Environmenta Protection Agency (EPA)
often requires scientific testing to determine if environmental contamination levels are below a safe
limit. These tests must be precise enough to examine concentration levels a or below critical
exposure levels. A test that is not sufficiently precise cannot be used to make areliable judgment,
since the measurement result of "ND" (none detected) can give afase sense of security.

An important environmental example that has sgnificant globa and economic
consequencesis the issue of globa warming. Scientists have been examining the possibility thet the
average temperature of the Earth isrisng, which if unchecked, could result in devastating flooding
of large areas from excessve mdting of the polar ice cgps. Aswith many scientific investigations,
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the data that can be obtained and andyzed are limited, and while there appears to be an overdl
warming trend over the past few decades, the variability and uncertainty in the data must aso be

consdered in any conclusions that are made (Jones and Wigley 1990).

1.7.3 Economic Forecasting

Thelevd of uncertainty in measurementsis especiadly critical when trying to predict future
activity by extrgpolating from current and past data. Economic forecasting is used by financid and
business plannersin an atempt to predict future financid figures based on historical patterns. The
amount of uncertainty in these predictions can sgnificantly affect the decisions of investors and
financid officers. Federd Reserve Board Chairman, Alan Greenspan, summed up the nature of
uncertainty in economic forecasting by quoting the British economist John Maynard Keynes, who
sad, "It is better to be roughly right, than precisely wrong" (NPR 1997). This quote (by aman
whaose words are heavily weighted) suggests that uncertainty in an etimate is acceptable, aslong as
al known systematic errors have been eiminated so that the estimate is (hopefully) centered on the
target value (see Figure 4-1). This statement aso summarizes the expert perspective on
measurement uncertainty - reasonably accurate results are more beneficid than precise results that

have no vdidity.

1.7.4 Weather Forecasting

Westher forecasting is one of the most common examples where the uncertainty of a
prediction is reported (e.g., “ The chance of rain tomorrow is 80%"). Even with high-tech
meteorological equipment there are no guarantees in predicting future wegther conditions.

Although westher forecasts are one of the few examples where an explicit probability is often



reported for a prediction, they are familiar to dmost everyone. Despite frequent exposure to
wesather forecasts where the probability is dmost aways rounded to the nearest 5 or 10%, some
sudentsingst on reporting unreasonably precise experimenta vaues equivaent to Sating that the
chance of rainis 80.537%. Evidently, smple exposure to correct reporting methods is not

aufficient for students to recognize the purpose of sgnificant figures.

1.7.5 Public Opinion Palls

Results from public opinion polls are another one of the few instances where the margin of
error isregularly reported in data that are presented to the genera public. Prior to teking aphysics
or chemigtry class, the fine print beneath these poll results (e.g., the margin of error is = 3%) may
be the only exposure students have to notation that explicitly shows the relative uncertainty of a
measurement (based on responses from student interviews). Unfortunately, this + notation for
margin of error represents a different confidence interva than istypicaly used in physics (see Table

2-1).

1.7.6 Quality Assurance and Control

Uncertainty estimates play acritica role in quaity assurance and control processes.
Satidicad andyses form the basis of many of the decisons made in these areas. In fact, the 1ISO
9000 industry standards for quality assurance require that test measurements include an estimate of
their uncertainty as specified in the International Standards Organization (1SO) Guide to the
Expression of Uncertainty in Measurement (1SO 1993). 1SO 9000 standards state:

The supplier shall determine the measurements to be made and the accuracy required, and

select the appropriate ingpection, measuring, and test equipment that is capable of the
necessary accuracy and precision. Inspection, measuring, and test equipment shall be used



in amanner which ensures that the measurement uncertainty is known and is consstent with
the required measurement capability.

Students who intend to pursue careersin industrial engineering or manufacturing quaity control
could be better prepared by learning the fundamenta's of measurement uncertainty in an

introductory physics course.

1.8 Physics Education Research

Physics education research is ardatively new academic discipline, but one thet is growing
quickly. Over the last twenty-five years, an increasing number of physicists, science education
researchers, and cognition specidigts have been carefully examining how students learn physics.
These researchers have succeeded in uncovering many student misconceptions and the reasoning
that underlies these conceptud difficulties. Their research findings have been used to develop new
curriculathat intentionally address these difficulties, and which have been shown to dramatically
improve students fundamenta understanding of physics concepts. The research for this
dissertation is smilar to other physics education studies that have investigated students
understanding in specific content areas. Table 1-1 isatdly of such sudieslisted in a1998
Resource Letter on Physics Education Research (McDermott and Redish 1998). Whilethisli is
not meant to be exhaudtive, it a least provides ingght into the relaive emphass that researchers

have placed on various subjects.

Table 1-1. Recent empirical studiesin physics education research

Content Area Studies
M echanics
Kinematics 8
Dynamics 18
Rdativity and reference frames 5
Electricity and magnetism




DC circuits 10

El ectrogtatics and magnetogtatics 2

Electric and magnetic fields 6
Light and optics

Nature of light, color, and vision 5

Geometrica optics 4

Physicd optics 1
Properties of matter, thermal physics

Hest, temperature, and thermodynamics 10

Pressure, density, and the structure of matter

Waves and sound

Problem-solving performance

Laboratory instruction and demonstrations

4
4
M oder n physics 3
4
5
4

Ability to apply mathematicsin physics

Attitudes and bdliefs of students 11

Student reasoning 4

Despite their fundamenta importance, the topics of measurement and precison have largdy
been ignored by physics education researchers, even though these areas are generdly addressed in
the very first chapter of most physics textbooks. One possible reason for this deficiency is that
measurement practices are generally covered in the laboratory section of introductory physics
courses, and most physics education research has focused on the mainstream curriculum, as
evidenced by the relatively few studies related to laboratory ingtruction (only 4 of the 108 studies
ligedin Table 1-1). Infact, only one of the studies (Sere 1993) addresses students' conceptual
understanding of measurements. The purpose of this dissertation research isto begin to fill thisgep
in understanding how physics students think about the accuracy of measurements they make.

Severa educators have expressed their concern that procedural knowledge taught in labs
has been de-emphasized relative to declarative knowledge taught in lectures and tutorids (Swartz
1995; Oshorne 1996; Allie, Buffler et al. 1998). This study addresses that concern by examining

the ability of sudents to make accurate measurements, estimate the uncertainty in those
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measurements, evauate the quaity of ther results, and design experiments based on the degree of
precison required. Thisinvestigation will help establish a research base on procedura knowledge
for experimentation. From this foundation, ingtructors can develop their curricula to better address

the needs and learning difficulties of their sudents.

1.9 Summary

The principa objective of this research isto examine and document introductory physics
students conceptions and practices related to measurement uncertainty. Surprisngly little research
has been conducted to examine students' understanding of these topics, despite the fact that
measurements and standards are usualy addressed in the first chapter of most physics books and
many other physics topics have dready been investigated. Expert knowledge (from reference
materids and surveys) will serve as a tandard to which the student performance will be compared.
The ultimate god of this research is then to provide the physics education community with useful
information that can facilitate curriculum development and improved ingtruction on this fundamenta

topic.
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2 Background

2.1 Definitionsof Terms

Terminology and notation related to measurement uncertainty is not used consistently

among experts. In order to clarify the meaning of terms used in this dissertation, and to show the

range of meanings, a compilation of key termswith definitionsisincluded here. The definitions are

taken from a sample of reference sources that represent the scope of this study (the three most

popular reference booksin Table 2-2, plusthe 1SO Guide and an industrid metrology reference

book). Definitions from Webgter's dictionary are dso included for severd of the termsto show the

contrast between common vernacular use and the specific meanings of these terms asthey rlaeto

sientific measurements.

Sour ces:

Taylor, John. An Introduction to Error Analysis: The study of uncertaintiesin
physical measurements, 2nd ed. University Science Books: Sausdito, CA, 1997.

Bevington, Phillip R. and D. Keith Robinson. Data Reduction and Error Analysis for
the Physical Sciences, 2nd ed. McGraw-Hill: New Y ork, 1992.

Baird, D.C. Experimentation: An Introduction to Measurement Theory and
Experiment Design, 3rd ed. Prentice Hdl: Englewood Cliffs, NJ, 1995.

ISO. Guide to the Expression of Uncertainty in Measurement. Internationd
Organization for Standardization (1SO) and the Internationa Committee on Weights
and Measures (CIPM): Switzerland, 1993.

Fluke. Calibration: Philosophy and Practice, 2nd ed. Fluke Corporation: Everett,
WA, 1994,

Webster's Tenth New Collegiate Dictionary, Merriam-Webster: Springfield, MA,
2000.

12



Notes: The definitions presented below are provided to explain the meanings of terms used in this
dissertation, and are therefore organized according to their meaning rather than an aphabetized lis.
Many of these terms are defined in the International Vocabulary of Basic and General Termsin
Metrology (abbreviated VIM), and their identification numbers are shown in bracketsimmediately
after theterm (1SO 1993). Since the meaning and usage of these terms are not consigtent among
other references, dternative (and sometimes conflicting) definitions are provided with the name and
page number of the reference from the above lis. Comments are included in italics to elaborate
on severd of the definitions. References are only cited when they explicitly define aterm. Omission
of areference for aparticular term generdly indicates that the term was not used or clearly defined
by that reference. Even more diverse usage of these terms existsin other references not cited here.

uncertainty (of measurement) [VIM 3.9] — 1. parameter, associated with the result of a
measurement, that characterizes the dispersion of the values that could reasonably be
attributed to the measurand. The uncertainty generdly includes many componentswhich
may be evduated from experimental standard deviations based on repeated observations
(Type A evduation) or by standard deviations evaluated from assumed probability
distributions based on experience or other informetion (Type B evauation). The term
uncertainty is preferred over measurement error because the latter can never be known
(1SO, p. 34). 2. An estimate of the error in a measurement, often stated as arange of
vauesthat contain the true vaue within a certain confidence level (usudly + 1 s for 68%
confidence interval) (Taylor, p. 14; Fluke, p. G-15). 3. Based on ather limitations of the
measuring ingruments or from gaigtica fluctuations in the quantity being measured (Baird,
p. 2). 4. Indicates the precison of a measurement (Bevington, p. 2). (All but this last
definition suggest that the uncertainty includes an estimate of the precision and
accuracy of the measured value.)

(absolute) uncertainty — 1. the amount (often stated in the form + dx) that dong with the
measured value, indicates the range in which the desired or true vaue mogt likdly lies
(Baird, p. 14). 2. Thetotd uncertainty of avaue (Fluke, p. G-3). 3. The error (Taylor, p.
14). (Taylor does not distinguish between the terms error and uncertainty, which is
an unfortunate sour ce of confusion for anyone who refersto this popular book.)
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relative (fractional) uncertainty — the absolute uncertainty divided by the measured
vaue, often expressed as a percentage or in parts per million (ppm) (Taylor, p. 28; Baird,
p. 14).

standard uncertainty, u; — the uncertainty of the result of a measurement expressed asa
standard deviation (1SO, p. 3).

combined standard uncertainty, uy) — the sandard deviation of the result of a
measurement when the result is obtained from the vaues of a number of other quantities. It
is obtained by combining the individua standard uncertainties u; (and covariances as
appropriate), using the law of propagation of uncertainties, commonly caled the “root-
aum-of-squares’ or “RSS’ method. The combined standard uncertainty is commonly used
for reporting fundamenta congtants, metrological research, and international comparisons
of redizations of Sl units (1SO, p. 3).

Type A evaluation of sandard uncertainty — method of evauation of uncertainty by the
datistica anadysis of a series of observations (1S0, p. 3).

Type B evaluation of standard uncertainty — method of evauation of uncertainty by
means other than the Satistical analysis of series of observations (1SO, p. 3).

precision — 1. the degree of consstency and agreement among independent measurements
of aquantity under the same conditions (Fluke, p. G-11). 2. Indicated by the uncertainty
(Bevington, p. 2), or 3. the fractiond (relative) uncertainty (Taylor, p. 28). 4. The degree
of refinement with which an operation is performed or a measurement stated (Webster).
Precision is a measure of how well the result has been determined (without reference
to atheoretical or true value), and the reproducibility or reliability of the result. The
fineness of scale of a measuring device generally affects the consistency of repeated
measurements, and therefore, the precision. The ISO has banned the term precision
for describing scientific measuring instruments because of its many confusing
everyday connotations (Giordano 1997).

accuracy (of measurement) [VIM 3.5] — 1. closeness of agreement between a measured
vaue and atrue value (1SO, p. 33; Fluke, p. G-3; Bevington, p. 2; Taylor, p. 95). 2. The
term "precison” should not be used for "accuracy” (1SO, p. 33). 3. A given accuracy
implies an equivaent precison (Bevington, p. 3). 4. Freedom from mistake or error,
correctness, degree of conformity of a measure to a standard or atrue value (Webster).

truevalue (of a quantity) [VIM 1.19] — 1. vdue conggent with the definition of agiven
particular quantity. A true vaue by nature is indeterminate; thisis a vaue that would be
obtained by a perfect measurement (1SO, p. 32). 2. The correct value of the measurand
(Fluke, p. G-15). 3. Thevduethat is gpproached by averaging an increasing number of
measurements with no systematic errors (Taylor, p. 130).
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Note: Theindefinite article"a" rather than the definite articdle "the," is used in conjunction
with "true value" because there may be many vaues consstent with the definition of agiven
particular quantity (SO, p. 32). (This distinction is not clear in other references that
refer to "the true value" of a quantity.)

result of a measurement [VIM 3.1] - vaue attributed to a measurand, obtained by
measurement. A complete statement of the result of a measurement includes information
about the uncertainty of measurement (IS0, p. 33).

error (of measurement) [VIM 3.10] — 1. result of ameasurement minus atrue value of
the measurand (which is never known exactly); sometimes referred to as the "absolute
error” to distinguish from "relaive error” (1ISO, p. 34). 2. Deviation from the "true’ or
nomina vaue (Bevington, p. 5; Huke, p. G-7). 3. The inevitable uncertainty inherent in
measurements, not to be confused with amistake or blunder (Taylor, 3). 4. The amount
of deviation from astandard or specification; 5. mistake or blunder (Webster). (Students
often cite "human error" as a source of experimental error, and the dictionary
definition of the term error only confuses this misused term. Here again, Taylor does
not distinguish between the terms error and uncertainty, which clearly have
different meanings according to the 1S0.)

random error [VIM 3.13] — 1. result of a measurement minus the mean that would result
from an infinite number of measurements of the same measurand carried out under
repestable conditions (1SO, p. 34). 2. Satidticd fluctuations (in @ther direction) in the
measured data due to the precison limitations of the measurement device (Huke, p. G-12;
Taylor, p. 94).

systematic error [VIM 3.14] — 1. mean that would result from an infinite number of
measurements of the same measurand carried out under repegtability conditions minus a
true vaue of the measurand; error minus random error (1SO, p. 34). 2. A reproducible
discrepancy between the result and "true’ value that is consstently in the same direction
(Baird, p. 14; Fluke, p. G-14). 3. A reproducible inaccuracy introduced by faulty
equipment, caibration, or technique (Bevington, p. 3, 14). 4. These errors are difficult to
detect and cannot be andyzed satisticaly (Taylor, p. 11). 5. Systemdtic error is
sometimes called "bias’ and can be reduced by applying a"correction” or "correction
factor" to compensate for an effect recognized when cdibrating againg a andard. Unlike
random errors, systematic errors cannot be reduced by increasing the number of
observations (ISO, p. 5).

mistake or blunder - aprocedura error that should be avoided by careful attention
(Taylor, p. 3). Thee areillegitimate errors and can generally be corrected by carefully
repeating the operations (Bevington, p. 2).

discrepancy - asgnificant difference between two measured vaues of the same quantity
(Taylor, p. 17; Bevington, p. 5). (Neither of these references clearly defineswhat is
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meant by a “ significant difference,” but the implication is that the difference
between the measured valuesis clearly greater than the combined experimental
uncertainty.)

relativeerror [VIM 3.12] - error of measurement divided by atrue vaue of the
measurand (IS0, p. 34). (Relative error is often reported as a percentage. The
relative or "percent error” could be 0% if the measured result happens to coincide
with the expected value, but such a statement suggests that somehow a perfect
measurement was made. Therefore, a statement of the uncertainty is also necessary
to properly convey the quality of the measurement.)

significant figures- dl digits between and including the first non-zero digit from the I ft,
through the lagt digit (Bevington, p. 4). (e.g., 0.05070 has 4 significant figures.)

decimal places— the number of digitsto the right of the decimd point. (This termis not
explicitly defined in any of the examined references.)

sample standar d deviation — the positive square root of the sample variance (see
standard error)

standard error (standard deviation of the mean) — the sample standard deviation
divided by the square root of the number of observations:

52
SE=5¢= S whees?= é - %7 is the sample variance (1SO, p.38).
Jn © n-1
Random errors are reduced by averaging over alarge number of observations, because the
standard error decreases as the sample size n increases (Taylor, p. 103).

(Note: The SO Guide and most statistics books use the letter sto represent the
sample standard deviation and s (sigma) to represent the standard deviation of the
population; however, s isoften used in casual error analysis discussions to indicate
the sample standard deviation.)

margin of error - range of uncertainty. Public opinion polls generaly use margin of
error to indicate a 95% confidence interval, corresponding to an uncertainty range of x +
2s (Taylor, p. 14).

tolerance — thelimits of the range of vaues (the uncertainty) that apply to a properly
functioning measuring insrument (Huke, p. 3-7).

cover age factor, k —numerica factor used as amultiplier of the combined standard

uncertainty in order to obtain an expanded uncertainty, U.. Note: Kk istypicdly inthe
range 2to 3 (IS0, p. 3; Fluke, p. 20-6).
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(e.g., If the combined standard uncertainty isu. = 0.3 and a coverage factor of k =2is
used, then the expanded uncertainty is U, = ku. = 0.6)

law of propagation of uncertainty - the uncertainty s, of aquantity z = f(wy, Wy, ...,
wy) that depends on N input quantitieswy, Wy, ..., wy isfound from

N

2
deeyf o, %t& f 9f
= TS +2 —S;S;Iy
A& T4 d g w

where s;* isthe variance of w; and r; isthe correlation coefficient of w; and w;. If the
input quantities are independent (as is often the case), then the correlation is zero and the
second term of the above equation vanishes. The above equation is traditionaly called the
"generd law of error propagation,” but this equation actualy shows how the uncertainties
(not the errors) of the input quantities combine (1SO, p. 46; Bevington, p. 43; Taylor, p.
75).

Example V =pr?h, with r=50+0.1cm, ad h=10.0+0.3cm
V =p (5.0am) %(10.0cm) = 785cm>

2
_AVE 2 Ve o, VIV
s¢ TS +¢g—+ S{H+t2——S,Sr
s " €M " o™
™ _ w
where ﬂ——thr, o =pr?, and r,, =0 if rand harenot correlated
r

2 2
s¢ =(2pr)?s 2 +(pr2f's?
2

s¢ =[2p(L0em) Gem) [ (0.1am)? +[p(5cm)2] (0.3cm)?

sZ =993cm® +555¢cm®
\ sy =393cm® ad 2V =32 —50%

\Y 785

\ V=785+39cm® or 790+ 40cm® when properly rounded.

Note: In this example, the absolute uncertainty in hislarger than for r, but because
theradiusis squared, s, contributes nearly twice as much as sy, to the total
uncertainty in V.

Alternative gpproach:

The above caculation can be smplified by dividing both sdes of the equation by
V2 to yidld an equation in terms of relative uncertainties
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= (2(2%) )? + (3%)? = (4%)? + (3%)?
eV @ e r g e h g

\ STV =5% (samerelative uncertainty as above)

2.2 Reporting Uncertainties

When reporting the measurement of a physica quantity, some quantitative estimate of the
quality of the result should be given so that people who use the result can assessits rdiability.
Without such an indication, measurement results cannot be compared, either among themselves or
with theoreticd or reference vaues. Unfortunately, many scientists and engineers do not explicitly
report the uncertainty of their measurements, so that the reeder is forced to assume that the result is
known to the precison implied by the number of Sgnificant figures. For example, v = 20.2 m/s
implies an uncertainty of + 0.1 m/sor + 0.5%. However, there are many cases where data are
improperly reported with excessve precison (extra digits) that is not judtified by the experimenta
procedure, apractice that is careless, mideading, and could even be considered unethical.

Even when the uncertainty in ameasured vaue is explicitly reported (e.g., + 0.1 m/s), the
meaning is not aways clear because there are various methods and formats for reporting

uncertainties. The following table shows the most common formats:

Table2-1. Common formatsfor reporting uncertainties

Example Explanation Reference
m=232gwitha Uc isthe combination of dl Type A | ISO Guide to the
combined standard (statigtical) and Type B Expression of Uncertainty
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uncertainty u. = 0.05 g

(systematic/other) errors; denotes
approx. a68% confidence level.

in Measurement., 1993.

m = 2.32 g with an
expanded uncertainty U
=0.10¢g

Cdiibration certificates usudly report
a95% confidence leve with
coverage factor k = 2.

NIST Calibration Services
Users Guide 1998, p. 4.

m=2.32+005g

Themeaning of + 0.05 isvague and
depends on various conditions;
"reasonably certain” measured
quantity liesin thisrange; margin of
error.

J Taylor. Error Analysis,
1997, p. 14.

m=(2.32+ 0.05) g

The uncertainty generdly represents
+ 1s or the 68% confidence leve
for the measurement.

P. Bevington & K. Robinson.
Data Reduction and Error
Analysis for the Physical
Sciences, 1992, p. 39.

m=2.32+0.10g

In the field of chemigtry, the
uncertainty generdly represents the
95% confidence level.

m=2.324(52) g

"numbersin parentheses indicate
experimental uncertaintiesin lagt two
digits'

This notation is common in &omic
and nuclear physics.

Table of fundamentd
congtants found in severd
popular physics textbooks.
E. R. Cohen, B. N. Taylor,
Rev. Mod. Phys. 1987,
59:1121.

accuracy = * (1% of
reading + 2 digits)

Manufacturerstypicaly specify
ingrument tolerance limits, which
generaly represent a 99%
confidence leve, but may be 95%
or some other confidence leve
depending on marketing Sirategy .

Fluke. Calibration:
Philosophy and Practice,
1994, p. 20-7, 22-4.
Phone conversation with
Huke gpplication enginesr,
March 1999.

m=2329+ 2% or
m = 2.32 (2%) g

2% isarddive uncertainty, but the
confidence leve isnot clear

m=232SE0.01g

SE = standard error

C. David. J. Chem. Educ.
1996, 73, p. 46.

55% favor candidate A
(£ 3% margin of error)

The margin of error in a pall
generdly represents a 95%
confidenceinterva

J Taylor. Error Analysis,
1997, p. 14.

As can be seen from the table above, not only are there differences in notation with

essentialy the same meaning, but depending on the source and context, the quoted uncertainty

could represent a 68%, 95% or even a 99% confidence interva. In an effort to avoid this kind of
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confusion, the Internationa Organization of Standardization (1S0) has recently specified universal
guidelines for expressing the uncertainty of measurements (1SO 1993). These guiddines are
designed to provide a uniform method for comparing measurements made in different countriesin
the fields of science, engineering, industry, commerce, and regulation. However, most physcs
teachers are not familiar with these guidelines (none of the physicsingructors surveyed in this study
cited the 1SO Guide as arecommended reference). Consequently, students are instructed to use
methods of error analyss and reporting that may not be consistent with the 1SO Guide (as
indicated in the table above and dso in the andysislater in this chapter). Because there are various
methods for treating measurement uncertainty, an important part of this dissertation research
involves a careful examination of the ingructiona resources on thistopic to better understand what
introductory physics students are expected to know. These findings are presented in the following

sections.

2.3 Summary of References

Asafirst step in discerning what students are expected to know about measurement
uncertainty, aranking andysis was conducted to ascertain which references are most often cited by
other sources or recommended by ingtructors. The andysis conssted of a cross-referencing matrix
cregted in an electronic spreadshect to sort references according to how frequently they are cited in
the bibliography section of 8 reference books and 7 journd articles on the subject of error analysis.
References recommended by 10 physicsingtructors from the Expert Survey (Appendix E) were

adso included in this andyds. The following table summarizes the results:
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Table2-2. Error analysisreferences, ranked by number of citations

(# Cited isthe number of citations made by 25 different sources.)

. Years .
Author: Title Published # Cited

J Taylor: An Introduction to Error Analysis 1982, 97 9
P. Bevington: Data Reduction and Error Analysis 1969, 92 8
D. Baird: Experimentation 1962, 95 5
Y. Beers. Introduction to the Theory of Error 1957 4
N. Barford: Experimental Measurements 1967 2
G. Box: Statistics for Experimenters 1978 2
H. Braddick: The Physics of the Experimental Method 1956 1
W. Deming: Satistical Adjustment of Data 1944, 84 1
C. Digtrich: Uncertainty, Calibration and Probability 1991 1
W. Dixon: Introduction to Satistical Analysis 1969, 83 1
W. Fuller: Measurement Error Models 1987 1
ISO: Guide to the Expression of Uncertainty in 1993 1
Measurement
W. Lichten: Data and Error Analysis 1988, 99 1
L. Lyons A Practical Guideto Data Analysis for Physical 1991 1
Science Sudents
J Mandd: The Statistical Analysis of Experimental Data 1964, 84 1
H. Margenau: The Mathematics of Physics and Chemistry 1943, 47, 56 1
S. Meyer: Data Analysisfor Scientists and Engineers 1975 1
M. Natrdlas Experimental Satistics 1963, 66, 83 1
F. Pugh: The Analysis of Physical Measurements 1966 1
B. Schigolev: Mathematical Analysis of Observations 1965 1
G. Squires. Practical Physics 1965, 85 1
C. Swartz. Used Math 1993 1
NIST/B.Taylor: Guidelines for Evaluating and Expressing 1994 1
the Uncertainty of NIST Measurement Results
http://phys cs.nist.gov/Pubs/quidelines/'contents . html
E. Wilson: An Introduction to Scientific Research 1952 1
A. Worthing: Treatment of Experimental Data 1946 1
H. Young: Satistical Treatment of Experimental Data 1962 1

The books by Taylor and Bevington appear to be the most popular references, and each is

cited by about one third of the resources surveyed. Taylor's book provides abasic introduction to
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error andyss, while Bevington's book coversthetopic a a higher leve suitable for upper-divison
undergraduate or graduate students. Baird's book, which is smilar to Taylor's, isthe only other
current publication that is frequently cited. Interestingly, the Guide to the Expression of
Uncertainty in Measurement, published by the Internationad Organization for Standardization
(1S0) in 1993, was not cited by any of the physics experts or reference books. (Its one citation
came from the NIST guidelines, which were adapted from the 1SO Guide). It is surprising that the
SO Guideis not referenced more often, because this document is now recognized by industry as
the primary reference on this subject. 1t could be argued that the ISO Guide is not cited frequently
because it isardatively new publication. However, there does not appear to be a strong
correlaion between the age of a reference and the number of citationsin the above table since the
Pearson correation coefficient between these varigblesisonly r = 0.2 for the top 10 references.
More specificdly, Taylor' book is cited most frequently despite the fact that it was first published
after many of the less popular books. Based on conversations with physics teachers and graduate
students, it gppears that the 1SO Guide is smply not well known in academia. In fact, in aphone
conversation with the author of the NIST guiddines, Dr. Barry Taylor encouraged me to help
"gpread the word" about the 1SO Guide methods to the American Association of Physics Teachers
(AAPT), the American Physcd Society (APS), and the American Chemica Society (ACS)
(Taylor 1999). He said that over 30,000 free copies of the Guide have been requested and
digributed to users, and amodified version of the Guide is available to the public on the NIST
website, but evidently the Guide is ill not widdly known and used in the physics community. The
consequences of thislack of familiarity are apparent from the expert responses to questions rel ated

to the uncertainty of measurements, as discussed in Chapter 4.
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24 Previous Studieson Students Under standing of M easurements

Asnoted earlier, very little research has been documented to assess introductory physics
students understanding about measurement uncertainty. In fact, searchesin the ERIC database
revealed only two published studies that explore university physics students conceptions about
measurement errors and the reliability of experimental data. (The Educational Resources
Information Center, ERIC, isthe largest database for education research.) Two additional papers
were discovered through cross-references and direct contact with the authors. These other two
papers examined middle-schoal children’s understanding of measurements. It is interesting to note
that none of these studies were conducted in the United States, and al four studies examined
studentsin different countries: France, Greet Britain, South Africa, and Korea. Numerous other
ingtructiond references on measurements and error analysis were found (see Table 2-2), but none
of these addressed the epistemol ogies of the learner.

In 1993, Sere et d. andyzed students concepts about the need for repested
measurements, distinctions between random and systematic errors, and their notion of confidence
intervals (Sere, Journeaux et al. 1993). This sudy involved detalled examination of the second-
semester |aboratory work of twenty first-year physics sudents at the University of Paris. From
observations and follow-up interviews, the researchers learned that most of the sudents did not
understand the significance of confidence intervas as demonstrated by their failure to consider the
uncertainty of their measurement when deciding whether their measurements were consstent with
each other. The researchers were surprised that none of the students drew graphical
representations of their results to examine the globa view of the measurements. The students were

aso generaly reluctant to take more than one or two measurements to find the focal length of a
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lens, and when asked to make a series of ten measurements, they often placed more confidence in
their first measurement and used subsequent measurements to judge the preceding ones. Despite
prior ingtruction on measurement errors and the use of datistics to andyze multiple measurements,
these students failed to recognize the purpose of taking repeated measurements. Students aso
confused systematic and random sources of error, and the concepts of precision and accuracy
were aso not clearly distinguished by many students. As Thomson (1997) points out, this
terminology is not used consistently even in physics publications.

Lubben and Millar (1996) surveyed over 1000 United Kingdom students aged 11, 14, and
16 about the reason for repeating measurements, how to handle repeated measurements and
anomalous readings, and the significance of the spread in aset of data. They identified a pattern of
progression in the understanding of empirica data with age and experience (see Table 2-3). They
aso suggested that other research tools using interviews should be developed for further
investigation into students conceptions about measuring, accuracy and precison, random and
systematic errors, sample size, and the evauation of small differences between measurements to

decide if the difference is Sgnificant or not.

Table 2-3. Modd of progression of ideas concer ning experimental data

Level | Student’s view of themeasuring process (or der ed novice to expert)

A Measure once and thisistheright value.

Unlessyou get avaue different from what you expect, a measurement is correct.

Repeat measurementstill you get arecurring value. Thisis the correct measurement.

Y ou need to take a mean of different measurements. Sightly vary the conditionsto

B

C | Makeafew trid measurements for practice, then take the measurement you want.
D

E : :

avoid getting the same results.

Take amean of several measurements to take care of variation due to imprecise

F measuring. Qudlity of the result can be judged only by authority source.

Take amean of severa measurements. The spread of al the measurementsindicates
the qudity of the result.

H The consstency of the set of measurements can be judged by the spread of the data,
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and anomal ous measurements need to be rgjected before taking a mean.

| The consstency of data sets can be judged by comparing the relative positions of their
means in conjunction with their spreads.

Note: Levels A-H were proposed by Lubben and Millar, while category | was proposed by Allie et al.

The suggestions made by L ubben and Millar were pursued by a group of researchers who
conducted a study in 1998 to examine 121 first-semester physics students and their ideas about the
reliability of experimenta data (Allie 1998). Thissudy at the Universty of Cgpe Town, South
Africa, used written questions and interviews with sudents to confirm many of the findings of
L ubben and Millar and extend their mode of ideas concerning experimenta data (Leve | in Table
2-3). Even though the students in this study were older than those in the secondary school study,
the model proposed by Lubben and Millar was still useful for classfying the procedurd idess of
these university sudents who mostly fel into levesF, G, and H. The sudy used nine written
“probes’ or scenarios dl related to the same experimental Situation where abdl is released from
rest, rolls down aramp, and lands on the floor some distance d from the edge of the table on which
theramp is secured. Findings from six of the probes are presented in the paper (thereisno
mention of the remaining three probes). Three of the probes dedlt with the reasons for repeating
measurements and the other three dealt with sets of experimental data (how to handle an
anomalous measurement, how to compare two sets of measurements having the same mean but
different spreads, and how to compare two sets of measurements having smilar soread but
different means). A clear mgority (58%) of the students reasoned that measurements of the
distance and time the ball fell needed to be repested in order to establish an accurate mean vaue.
The remaining sudents were classfied into nearly even clusters of thinking. One cluster (7%) did
not see a purpose in repesting distance measurements, but al of these “non-repeaters’ reasoned

that severa time measurements need to be taken. Another small cluster (8%) of “repeaters’
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bdieved that additiond time and distance measurements are needed to practice and perfect the
experimenta process of taking measurements. Thefind cluster (10%) of “confirmers’ suggested
repeating distance measurements in order to find arecurring value. Responses to the probes that
dedlt with sets of experimental data showed that students are not able to differentiate clearly
between the overall spread of the data set and the differences between the individua data points
within the set. Details about the findings from these data set probes can be found in Chapter 4,
where Smilar questions were examined for this studly.

A 1998 study (unpublished) conducted in Korea investigated the measuring abilities and
conceptions of thirty middle-school students (age 14) (Soh, Fairbrother et a. 1998). These
students were asked to make measurements of length, time, volume, mass, and force using typica
laboratory indruments. Students' ability to make accurate measurements (within the precison of
the measuring instrument) ranged from 4% to 97% depending on the task. Details about severd of
these measuring tasks are presented in Chapter 4. The students were dso interviewed about thelr
conceptions on repeated measurement, use of several measurements of the same quantity, and
measurement uncertainty. The researchers found that amgjority of the students repested
measurements only if they felt that their earlier measurements were inaccurate. Students were
asked, “Do you think completely accurate measuring is possble? If it is possble, how can you
achieveit?’ To this question, 41% of the students answered affirmatively, stating that tools or
meachines like computers could give accurate measurements, but humans cannot unlessthey are
trained well. Only one student said that both man and machine can make errors. These results
indicate that about half of the students do not understand the inherent nature of uncertainty in

measurements.
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In summary, these previous studies addressed severd of the broader issues related to
measurements. the reasons for repeated measurements, concepts about accuracy and precision,
random versus systematic errors, the trestment of anomalous data, and assessing the quality of
measured data by the mean and spread. However, none of these earlier studies examined the
process by which students determine and quantify the uncertainty of a measurement, which isthe
focus of this dissertation study. In al of the above studies, the measurements made by students
were andyzed on their own merit and without comparison to measurements made by instructors or
other “experts” The studies generaly failed to indicate the level of uncertainty that students should
be expected to achieve. Thisomisson will be examined in subgtantia detall in this sudy where
student responses to measurement questions will be compared to responses given by ingtructors
and other “experts’ who are familiar with theseissues. Relevant components of each of these
earlier studies have been incorporated into the design of this dissertation study, and whenever

possible, comparisons are made between the current and previous findings.

25 What Are Students Expected to Know and Practice?

After examining the exigting references on thistopic, the next step in this research project
wasto organize aligt of student learning objectives pertaining to measurement uncertainty. An
initid list of 50 objectives was generated from personal experience conducting laboratory
experiments and from teaching other physics sudents. Thislist was refined by examining the mgor
reference books on error andlyss. A focus group with eight physics education researchers was
conducted to further examine what other physicists fed are the key issues that should be addressed

by thisstudy. After analyzing the focus group discussion, the list of learning objectives was revised.
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Thisrevised list was presented to a group of about 25 physics graduate sudents and professors
who rated each learning objective on ascae of 1 (lowest) to 5 (highest) for three different criteria

1. How important is this concept for introductory physics sudents to understand?
2. How wdll do introductory physics students understand this concept?
3. How well do you persondly understand this concept?

This survey can be found in Appendix B, "Learning Objectives Survey." The results of this survey,
combined with responses from the Expert Survey (n = 28), are shown below.

Expert responsesto the question:

What do you think are the most important concepts or skills students should learn
about measurement uncertainty and error analysis?

Note: The following statements were written by experts, and were edited only enough to clarify
meaning. The bold category headings were added after the statements were compiled and sorted.
This procedure is cons stent with the “grounded theory” gpproach to qualitative research, where
theoretica models are dlowed to emerge from the empirical data. (Strauss and Corbin 1990)

All measured values have uncertainty

Every measurement has uncertainty no matter how careful you are.

All measurements have a cartain level of unavoidable uncertainty.

All physical measurements have uncertainties associated with them.

All measurements are uncertain.

All measured vaues have uncertainty.

Every messurement has some kind of uncertainty associated with it.

Uncertainty results from estimation using tools of known precison.

All messurement tools have limits.

Know the accuracy of your apparatus.

Physical quantities are never exactly known (likep or €).

Not dl results have a "theoreticd vaue." The vaue quoted in textbooks is usualy an
"experimenta vaue."

Always present

Measurement results are not exact, but are in arange of results governed by a distribution
law. There are different types of probability distributions, and we often use the normd
didribution.

Uncertainties must be estimated and clearly reported
We must clearly convey the Size of uncertainties to our readers.
How the uncertainty is reported must be stated and must match the type of data and the
needs of your audience.
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How anumber isto be used determines how it is usudly reported.
The necessity of providing measurement uncertainties.

Importance of accurate estimation and reporting of uncertainty.
Reporting uncertainties (acknowledge your ignorance!)

Estimate and report random errors.

Uncertainty should be reported in labs (viasig. figs. or other method).
How to correctly present results from labs.

How to estimate an error.

Reporting proper number of significant figures

Meaning of Sg. figs/uncertainty.

Sgnificant figures- students are often insanely precise for one measurement when others
are very imprecise.

How to meaningfully interpret the results of a computer calculation (i.e, dl 14 placesare
not ggnificant).

Not to report dl digits on the calculator (i.e., Sgnificant figures).

Truncate measured vaues according to the order of possible error.

Propagation of errors
Know how to propagate uncertainty.
Methods exist for determining the uncertainty in a computed result (propagation of errors)
or in adope or intercept from a graph.
Uncertainties propagate through the various calculations that are done with raw data
Error propagation.
Estimate uncertainty in calculated numbers from uncertainty in data
How to caculate uncertainty.

I dentify and classify sources of error
Be able to identify and classify sources of error in data
Difference between systematic and random errors.
Systemétic vs. random errors, selection effects.
What a systemétic error is.
How to differentiate between human error and systematic error.
Wheat, why, and where certain kinds of errors occur.
Types of error: random, systematic, etc.
Relative source of errors.
Sources of uncertainty.
Where does the error occur - in the setup, the equipment?
Didtinctions among different kinds of uncertainties (imprecision, inaccuracy, limits of
resolution, etc.)

Interpreting and reducing errors

Physicd interpretation - isthe error low or high? What does that say about the
experiment, and what should | do about it?
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Taking multiple measurements reduces random error, but does not reduce systemétic error.
How to reduce errors.
When human error is negligible in comparison with other errors.

Use of uncertainty for comparing results or designing experiments

Think about the uncertainties when comparing different estimates for the same vaue.

Comparing results requires knowledge of the uncertainties,

The most important issue for meis that sudents understand the function of error andysis -
i.e., that the results of experiments are the subject of discourse in communities of
scientigts, and that statistical measures can serve to condrain this discourse. For
example, the community may not accept a clam unless it can be demondrated that it is
gatisicdly sgnificant at p < .05; it could even specify what sorts of tests should be
done, e.g., chi-squared. Viewed thisway, error analysis should be part of
experimental design and the execution of experiments, and not something that you do
after the experiment. Of course, defending experimentd resultsin debate rarely is
part of what students do, at least in introductory courses.

Error andydsis connected to experimenta design, and this dlows us to compare two
different experimental designs with the same aim ( e.g., using one photogate or two to
measure the acceleration of acart on an incling).

Other

Skeyptical atitudes towards dogmas about uncertainties (e.g., “aresult isworthless unless
you quote an error,” “you must dways put error bars on agraph”)

The difference between atheoretica and experimentd vaue.

The meaning of "confidence interva.”

Don't discard data unlessit is the result of instrument mafunction or your own mistake.
(Thisisaserious problem in industry.)

How to linearize functions (Linear regresson analysis will most likely be used at some point
intheir careers.)

Understand what one should expect in a problem.

There are no right answers, but there are wrong answers.

Use of error bars on graphs.

Based on the above responses, it appears that the expert respondents believe it is most important
for introductory physics students to understand the fundamenta principles of measurement

uncertainty, and that proficiency in performing detailed error andyssis not asimportant.
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25.1 How Did ExpertsLearn Error Analysis?

As part of the Expert Survey (Appendix E) that was administered to physics graduate
students and professors, the following sources were listed in response to the question: “Where or

how did you learn to andlyze errors in measurements?’

Table 2-4. Waysexpertslearned error analysis

How expertslearned error analyss. #Cited

=
N

Undergraduate |ab classes and manuas

Teaching and performing lab experiments

Physics classes

Statitics courses

College chemidiry class

Sophomore year in college

On the job training and practice

Journd articles

Cdculator manuds

Books

Experimenta nuclear physics

Adtrophysics

High school math class

Graduate school advisor

RlRr|Rr|Rr(RRr|R|Rr[NMdINMIN|w oo

Common sense

Clearly the mogt dgnificant way that physics experts learn error andysisis from studying or
teaching undergraduate lab classes. Therefore, it is prudent to ensure that the error andysis

ingtruction presented to students in introductory physicslab coursesis accurate,

25.2 Expert and Novice Approachesto Physics Problem Solving

Since this research compares students ability to andyze measurement errors with that of

experts, it isworthwhile to present previous research findings on generd differences related to how
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experts and novices solve physics problems. A large number of research sudies have been
conducted to examine expert and novice differencesin problem solving, and so only the most
relevant points will be summarized here.

The gpproach to problem solving is different for novices and experts. Experts work forward
toward a solution while novices generdly atempt aworking-backward gpproach usng a means-
ends andlysis (comparing what is given in the problem with what is to be solved and trying to
reconcile the difference) (Larkin 1981), (Chi, Glaser et d. 1983). Novicestend to classfy and
solve problems according to the surface characteristics (e.g., a spring problem) instead of the
underlying physics principles (e.g., conservation of energy) (Chi, Feltovich et d. 1981). Expert
problem solvers usudly draw a picture or diagram to help them think about the problem, while
novices often skip this step and jump immediatdy to andyzing the problem using quantitetive
equations. Experts add this quditative analys's step to better understand the problem from a

broader perspective (Larkin and Reif, 1979; Chi, Glaser, and Rees, 1983).

2.6 Summary

Because of the various conventions that are used to discuss the uncertainty of measurements, it
has been necessary to firgt identify and clarify these conventions by conducting a thorough review
of the reference literature on error andlysis. These reference materias and expert survey responses

have identified the student learning objectives that should be addressed by this research.
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3 Research Procedures

3.1 Research Methodology

This study primarily uses qualitative research methods to gain a deeper understanding of
students epistemol ogies about measurement uncertainty. Quantitative analyses of differences
within and between groups of students are performed in cases where sufficiently large sample sizes
alow for meaningful differencesto be observed. Severa different types of research procedures
are used to obtain ingghts into students understanding from a variety of perspectivesin an effort to
triangulate upon a more accurate and baanced view rather than one that may be biased by
examining only from asingle perspective. These research procedures include:

1. afocus group and survey with colleagues to sudy the key issues that should be addressed
in this sudy,

2. awritten student survey on measurement uncertainty designed to address the key issues,

3. fallow-up interviews with gudents to clarify their responses to the survey,

4. awritten expert survey designed to compare and contrast differences between expert and
NOVice responses,

5. anandyssof sudent laboratory reports, quizzes, and homework assgnmentsto get an

authentic perspective of how students communicate their ideas in their coursework,

interviews with students on laboratory procedures and experiment design,

and alab practicum for students and experts to demonstrate their procedura knowledgein

obtaining physicd measurements.

No

3.2 Qualitative Analysis

Even though the subject of this sudy is numerical in nature (Snce the uncertainty in
measurements can be quantified), qualitative research methods are primarily used to examine
sudents' trestment of uncertainty. An inductive grounded theory approach has been taken with

this research to alow patterns and constructs to emerge from dense empirica data. This gpproach
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is described by Strauss and Corbin (1990) as digtinctly different from the more traditiond scientific
process of formulating a hypothesis that is then tested againgt empirical observations. The reason
for the grounded theory agpproach istheat this research is formative in nature, so the methodology
should be broad-based and not confine the extent of the empirical data. However, even an open+
ended investigation must have some direction in order to reach meaningful conclusions that address
the questions that motivated the study. The direction for this research is guided by feedback from
physicsingtructors as described later in this chapter.

The quditative research methods used in this study are based on practices suggested by Gall,
Borg, and Gall (1996), Miles and Huberman (1994), and Strauss and Corbin (1990). Asis
common in most quaitative research, the data were coded into themes or categories based on
patterns observed through repeated words, phrases, or numerical data that emerged from the
student responses. The coding process was often revised and repeated as additiona data
necessitated the modification of existing categories. The accumulation and andyss of datawas
terminated when satur ation was reached (no new findings emerged from additiond data) or the
available pool of datawas exhausted. A computer spreadsheet program (Excel) was the primary
research tool used to organize and andyze the research data gathered for thisstudy. This program
proved to be aflexible and effective tool that facilitated both quditative and quantitative anadys's of

the data.

3.3 Quantitative Analysis

Although avariety of data sources were used to examine how students treat uncertainty in
measurements, the same quantitative data andys's procedures are used throughout this study and

cons st of descriptive statistics and hypothesistesting. Since the qudlitative data is categorized, the
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fraction of studentsin Smilar categories can be compared across sample groups to determine if
thereisa dgnificant difference between the sample proportions. A z-test can then be used to
examine the difference between sample proportions. Since the proportions are dichotomous (a
sudent response is either in a category or not in that category), the sampling distribution for each
proportion is defined by abinomid digtribution. The uncertainty associated with a proportion p
from asample sze n is the sandard deviation of the binomia sampling distribution:

s =y/plL- p/n
The sampling distribution for the sample proportion p is goproximatdy normd if np 3 10 and n(1-
p) 2 10 (Moore 1995). A reference table with uncertainty values caculated for key proportions p

and dternative proportionsq = 1 - p is shown below.

Table 3-1. Relative uncertainty valuesfor binomial distribution

Probability Splits (p%)/(q%

10/90] 20/80| 30/70] 40/60, 50/50
13.4%| 17.9% 20.5%| 21.9%| 22.4%

5

a

100 95%| 12.6% 14.5%| 15.5%| 15.8%

200 6.7% 8.9% 10.2% 11.0%| 11.2%

300 55% 7.3%| 84% 8.9% 9.1%

S50 4.2%| 57% 65% 69% 7.1%

100, 3.0%| 4.0% 4.6%| 4.9% 5.0%

2000 2.1%| 2.8%| 3.2% 3.5%| 3.5%

5000 1.3%| 1.8% 2.0% 2.2% 2.2%

1000f 0.9%| 1.3%| 1.4%| 15% 1.6%

5000 0.4% 0.6% 0.6% 0.7% 0.7%

10000 0.3% 0.4% 05% 0.5% 0.5%

From this table, we can see that the uncertainty values decrease as the sample size increases and
a0 as the proportions move away from a 50/50 split. For example, asamplewith n = 100 and a

50% proportion has a standard deviation of 5%, while the uncertainty for a 10% proportion is 3%.
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Since mogt of the sample Sizesin this study are less than 100, the proportions of student responses
have uncertainty valuesthat are at least 3%. This means that these proportions should be rounded
to two sgnificant figures so that the excessve precision is not implied by (in)sgnificant digits (see
section 4.5.1 on relative uncertainty and significant figures). Consequently, dl proportions
tabulated in the results section of this report are rounded to the nearest whole percentage point.

Just as the sudents in this study should consider the uncertainty of their measurements
when designing an experiment, this same congderation is necessary for this research about the
sudents. Since comparisons will be made between groups of students, the expected variation in
the response rates for each group should be used to determine the minimum sample size needed to
show ameaningful difference between the groups. The required sample size could be estimated
from the binomial uncertainty table above, but a better procedure isto consider the hypothesis test
that will be used to examine the difference between proportions.

If the sample Szes are sufficiently large (see below), then a z-test can be used to compare
the population proportions, p; and p,, by considering the null hypothesis that these proportions are
equd: Ho: p; = p.. Thedternaive hypothesisisthat these proportions are different: Ha: pit p».

Thetest datistic is then

L BB
. &l 10
Jp(l-p)—+—:

h Ny

where p, isthe proportion of responsesin the category of interest for one group and p, isthe

proportion of responsesin the same category for the other group. The pooled proportion estimate,

P , isthe weighted average of the sample proportions and is given by
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P tMop;
m+n

p
The z-test satistic represents the ratio of the difference in proportions to the standard deviation of
the digtribution of proportion differences. This satistic can be used for comparing proportions if
for each sample, more than five observations fal in the category for which the proportion is
estimated, and more than five observations do not fal in that category. If this condition is not
satisfied, then the distribution of the test satistic will not be sufficiently close to normd, and the
Fisher’s exact test should be used (Agresti and Finlay 1997). Since the Fisher'sexact test is
accurate for both smal and large sample sizes, it will be used for dl andyses. An example of the
SAS procedure and data output for this andlysis can be found in Appendix M.

The probability associated with a z-test is found from the standard normd distribution. The
p-vaueisthe two-talled probability found from anorma distribution table or acaculated vaue
from a computer program. If the p-vaue is below a specified sgnificance leve (a = 0.05 for this
sudy), then the null hypothesisis regected, and there is sufficient evidence to accept the dternative
hypothesis that the sample proportions are different. With an established significance levd of a =
0.05, thereis only a 5% chance that a p-vaue less than 0.05 will result in an incorrect decison to
accept the dternative hypothesis, when in fact the null hypothesisistrue (thisiscadled aTypel
error). A Type Il error would occur if the null hypothesis were accepted when there truly was a
sgnificant difference between the sample proportions. These same judgment issues arise when
students compare their experimenta values with a predicted value, each of which have some

degree of uncertainty (see section 4.7.1).
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The minimum sample sze required to show a meaningful difference between two sample
proportions can be found from the above equations. If we believe that a proportion difference of
at least 0.2 is meaningful, then sample Sizes of a leedt fifty will yidd a datisticaly sSgnificant
difference between proportions p; and p,. Somewhat smaler sample szes could yield this same
20% resolution between p; and p; if the proportions are far from 50%. For example, if both
sample groups have 20 students, then a significant difference (p-vaue < 0.05) can be observed for
p: = 0% and p, = 20%. These minimum sample sizes were congdered during the design phase of

this sudy, and a sample Sze of 50 students was set as atarget vaue.

3.4 Determiningthe Key Issuesto Investigate

In addition to acareful review of the error andysis references dready mentioned, severa
other methods were employed to narrow the scope of this research and obtain feedback from
expert practitioners who have direct experience with students dedling with measurement uncertainty
issues. While the reference books provide a comprehensive view of error andyss, they generdly
do not indicate the areas that provide the greatest conceptua difficulties for sudents. In order to
investigate this cognitive aspect, it was necessary to conault directly with instructors who teach
about measurements, and with the students themselves. The following sections describe how this

was accomplished.

3.4.1 Review of Topicsin Reference Books

Asdiscussed in Chapter 2, a concerted effort was made to determine what students are
expected to know about the uncertainty of measurements. For this reason, a sample of the most

popular reference books on the subject, dong with physics textbooks, laboratory manuals, and
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other error anayss guides were reviewed to gain further understanding of the ingtructiond content.
This review provided a context for addressing the conceptua understanding of students and the

difficulties they encounter in anayzing the uncertainty of measurements.

3.4.2 FocusGroup

A focus group was convened in November, 1997 to get feedback on aninitid list of
percaived areas of difficulty that students encounter related to measurement uncertainty. A
transcription of the focus group, including the questions that were addressed, is provided in
Appendix C. This meeting included € even members of the North Carolina State University
Physics Education Research (PER) group — seven graduate students, three professors, and one
adminigtrator. The hour-long discussion was recorded on audiotape, and then transcribed. The
comments expressed in this focus group hel ped shape the direction of this research study, as

explained in Section 2.5.

3.4.3 Survey of Learning Objectives

A survey (Appendix B) was developed to solicit feedback from experts on the primary
learning objectives that they felt should be addressed by thisresearch. This survey was
adminigtered in the early stages of this research to about 25 physics graduate students and
professors at North Carolina State University. The participants discussed the issues in groups of
three or four and submitted their notes after the hour-long meeting. A summary of these findings

has aready been presented in Section 2.5.
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3.5 Measurement Uncertainty Survey

One of the primary research instruments for this study was a written survey with open
ended questions to address the objectives recommended by the experts. The questions for this
survey were designed to cover abroad range of objectives while gtill having some overlap between
questions to provide rdliability checks. The survey was designed to require less than thirty minutes
for atypica student to complete, but students actualy spent anywhere from 10 to 60 minutes to
complete these surveys. Student volunteers were interviewed to determine if the questions were
aufficiently clear and whether they dlicited the desired responses. Throughout the devel opment
phase, the survey was revised severa times based on discussions with colleagues and responses
from student interviews. The fina product consisted of two versions (A and B) to dlow for greater
breadth of topics that could be examined while kegping each survey to areasonable length. These

surveys are provided in Appendix D.

3.6 Expert Survey on Measurement Uncertainty

A second survey for experts (Appendix E) was developed to gather responses from
ingtructors to establish a“ standard” to which student responses to smilar questions could be
compared. The experts who completed this survey included physics professors and graduate
teaching assigtants. Invitations to experts were publicized on the phydrnr listserve, meetings of the
American Association of Physics Teachers (AAPT), and the North Carolina Section of the AAPT.
An effort was dso made to solicit responses from chemistry professors and graduate students;
however, only three of these people returned their surveys, so nearly al of the 28 experts who

completed this survey are from the physics community.
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Approximately twenty experts outsde of academiawere aso contacted by telephone or in
person and questioned about their practices of determining and reporting uncertaintiesin
measurements. These experts included industrial metrologists, gpplication engineers, cdibration
engineers, and NIST employees. While many of these conversations were helpful in understanding
cdibration and control processes, most were not directly relevant to this study. When asked
specific questions about the expression of uncertainty, most of these industria contacts referred to
the methods presented in the ISO Guide. References to conversations with these experts have

been indluded in this study when appropriate.

3.7 Population and Sample Description

The target population for this study isintroductory physics students, which includes high
school, college, and university students taking an introductory physic course. The primary subjects
in this sudy were dl universty sudentsin ether afirg or second-semester physics course. For
comparison purposes, graduate teaching assistants (TAS) assigned to these courses were aso
included in the gudy. A mgority of the research findings come from data gethered at North
Carolina State University (NCSU), but data were aso obtained from the University of North
Carolinaa Chapd Hill (UNC) and the University of Hokkaido in Japan (Hokudai). The North
Cardlina universties were primarily chosen for their accessbility to the researchers, but they are
aso believed to be representative of typica universties, which is an important consideration when

generdizing findings beyond the scope of the sample being investigated.
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3.7.1 NCSU Sample Description

Nearly al of the physics students from NCSU who participated in this study were
engineering mgors. They were enralled in the first or second-semester caculus-based physics
courses (PY 205 and PY 208). Both of these courses used the textbook by Halliday, Resnick, and
Walker: Fundamentals of Physics, 5th ed. Multiple sections of these large-enrollment courses
follow asmilar curriculum since the students take common exams that are administered
simultaneoudy across campus. Each of these 4-credit hour courses includes a required |aboratory
component, which counts for 10% of the students' course grade. Students mest for lab every-
other week and perform six laboratory experiments throughout the semester. A complete, written
laboratory report is required for each experiment. The laboratory curriculum istypica of many
university physicslabs, and about haf of the experiments utilize persona computers for data
acquigtion and andyss.

Nearly dl of the NCSU students in this study are sophomores (65%) or juniors (25%) who
have dready taken a chemistry course, which includes alaboratory component where many error
anayss concepts are introduced. The proportion of femae students in this NCSU sample ranged
from 15% to 39%, which is comparable to the overdl proportion for the university (40%), and the

fraction in the school of engineering (19%).

Table 3-2. NCSU student sample demogr aphics

Course Course Course Lab |Sample| Female
# Description Content Practic. | Sze |Fraction

PY205 | Cdculusphyscsfor engineers | Mechanics—waves | Survey 28 15%

PY208 | Cdculusphyscsforengineers | E& M —modern | Survey 71 18%

PY205 | Cdculusphyscsfor engineers | Mechanics—waves | Ver. A 37 27%

PY205 | Cdculusphyscsfor engineers | Mechanics—waves | Ver. B 36 39%

PY208 | Cdculusphyscsforengineers | E& M —modern | Ver. A 34 32%

42



| PY208 | Caculusphysicsforengineers | E& M—modern | Ver.B | 32 | 31% |

The Student Measurement Uncertainty Survey was administered to nearly 100 students
during the last laboratory period of the fal semester in 1998. The adminigtration of this survey was
conducted in conjunction with pre-pogt testing to evauate the gains made by students in their
conceptua understanding of course-specific physicstopics. Students who participated in the pre
and post testing received extra credit equivalent to a 100% on one additiond laboratory report. A
representative sample of laboratory sections was sdlected to collect data from at least thirty
students in each of the two courses taught by six different ingtructors. Students in these sections
were asked to complete the measurement uncertainty survey instead of one of the pogt-testing

insruments, and they received the same extra credit as their peers.

3.7.2 UNC Sample Description

The UNC students in this study were enrolled in one of four classes. Physics 24 and 25 are
the required introductory physics courses for pre-medica students and other health science mgors.
This dgebra-based sequence used the textbook by Serway and Faughn, College Physics, 5th ed.
Physics 26 and 27 are the first two semesters of physics for sudents who plan to mgor in physics,
chemistry, computer science, or other technical mgors that require caculus-based physics. This
sequence used the textbook by Hdliday, Resnick, and Waker: Fundamentals of Physics, 5th ed.

Each of the 4-credit hour UNC physics courses includes a required laboratory component,
which counts for 25% of the student’ s overall course grade. Students mest for lab every week and
perform nine laboratory experiments throughout the semester. A complete, written |aboratory

report is required for each experiment. The laboratory curriculum istypica of many university
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physicslabs and is smilar between the algebraand caculus-based tracks. Therefore, both of the
first semester students (Phys24 and 26) were given the same lab practicum for mechanics
experiments (Appendix G.1), and the second-semester students (Phys25 and 27) used the same
activity designed for eectricity and magnetism experiments (Appendix G.2).

The UNC lab practicum was administered at the end of the fall semester in 2000 asa
makeup lab activity for sudents who had missed a lab sometime during the semester. These
students were assessed on their performance and received scores that were normalized to 85%
(the average lab score) and counted the same as aregular |aboratory report score. The grades
were assigned by the students regular |aboratory instructor and were based on the grading rubric
that was designed for this activity.

Two sgnificant differences exist between the laboratory curriculum at UNC compared with
NCSU. Thefirg differenceisthat the UNC labs do not use computers to collect datawith
interface probes like the NCSU labs do. Students only use computers to andyze their datausing
KaedaGraph or Excd software. The second and most important difference for this study is that
the topic of error anadlysisis emphasized much more in the UNC physicslabsthan it isat NCSU.
Students are required to estimate the uncertainty in their results (caculating standard errors and
propagating uncertainties as needed) for practicaly every UNC physics experiment. This same
level of rigor isnot emphasized inthe NCSU labs. This difference between the two curriculais
apparent when comparing the level of detail in the measurement sections of each lab manud
(Appendix A.1 and A.2). One of the reasons that samples were selected from each of these two
schools was to examine the hypothess that students from the UNC sample should demondrate a

better understanding of measurement uncertainty than students from NCSU.



Table 3-3. UNC student sample demographics

Course Course Course Lab |Sample| Female
Number Description Content Exam | Sze | Fraction
Phys24 | Algebra physicsfor pre-meds | Mechanics—waves I 23 52%
Phys25 | Algebraphysicsfor premeds | E & M —nuclear I 14 64%
Phys26 | Caculusphysicsfor scientists | Mechanics— waves I 17 47%
Phys?27 | Cdculusphysicsfor scientisss | E & M —Optics I 9 44%

Thetotd enrollment at UNC is similar to NCSU, but the admissions standards are higher

for UNC (see average high school Grade Point Average and SAT scoresin Table 3-4). About

50% of the UNC studentsin this study are femde, which isdightly lower than the overdl universty

enrollment which is 60% femde.

Table 3-4. NCSU and UNC student population statistics

NCSU NCSU UNC UNC
1997 1999 1997 1999
Totd enrollment 27,529 28,011 24,189 24,635
Undergraduate 19,097 19,027 15,321 15,434
Women 40.1% 41.1% 60.1% 60.6%
White 81.3% 81.0% 81.3% 81.2%
African American 12.1% 10.6% 11.1% 11.2%
Freshmen Profile:
Average SAT Verbal 567 577 609 620
Average SAT Math 587 602 611 625
Average SAT Combined 1154 1179 1220 1245
H.S. GPA 3.69 3.86 4.02 4.06

Sources: www2.acs.ncsu.edu:80/UPA, www.ais.unc.edu/ir

3.7.3 Hokudai Sample Description

In the summer of 1998, | had the opportunity to travel to Japan and Koreato collaborate with

other physicists who were dso interested in sudents' understanding of measurements. In Japan, |

collaborated with Dr. Shigeo Sugiyama, a professor of science history in the physics department of
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Hokkado University (dso cdled Hokudai). In South Korea, | met with Jongah Soh, a physics
graduate student at Seoul National University, who under the direction of Dr. Sungjae Park, was
investigating how well her junior high school students understood messurements they mede. While
these collaborations were not the primary focus of my dissertation study, the discussions and
indghts that resulted from these vists were invauable.

In addition to collaborating with Japanese and Korean researchers, | dso planned to compare
the responses of Japanese and Korean students with answers from smilar American Sudents. My
expectation was that the Asan students would demondirate a higher level of understanding about
measurement uncertainty than their American counterparts. This hypothesis was based on the
superior past performance of these groups of students on the Third International Mathematics and

Science Study (TIMSS, 1996).

Table3-5. TIMSSrankingsfor selected countries

Country Math Science
rank (score*) rank (score*)
Singapore #1 (643) #1 (607)
Japan #3 (605) #3 (571)
South Korea #2 (607) #4 (565)
England #25 (506) #10 (552)
United States #28 (500) #17 (534)
South Africa #41 (354) #41 (326)

* Average score of 13-year oldson TIMSS.
Average score of al 41 countries = 500

Time and resources did not permit a detailed investigation of Korean students;, however, | was
successful in gathering responses from over 150 Japanese students at Hokkaido University, thanks
to the gracious assstance of Dr. Sugiyama, who coordinated the administration of my

Measurement Uncertainty Survey in severd different classes.
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Hokkaido University has atota enrollment of about 12,000 undergraduate students and
5,000 graduate students. Of the approximately 200 universities in Japan, Hokudai ranks in the top
10. Like NCSU, Hokuda was origindly an agricultura college. The college of medicine is now its
largest “faculty.”

The Japanese school year beginsin April, so these sudents were in thelr first semester
when they were surveyed in June, 1998. An experimenta physics classis required of al physics
magors, and most take this lab course after completing their first year of physics. Sincedl of the
sudents who participated in this study were in their first year, none had taken this lab course, but

nearly dl had physcslaboratory experience from high schoal.

Medicine

Physics

Chemistry |

Engineering |

Science

Pharmacy
Agriculture

Math
Biology |1

0 5 10 15

Figure 3-1. Hokudai sample: number of studentsrepresented in each major

The Measurement Uncertainty Survey (Appendix D) was trandated into Japanese by Dr.
Sugiyama (Appendix D.3 and D.4). Both the English and the Japanese versions of the survey were
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delivered to sudentsin six different courses: history of science, English, biology, physics, chemidtry,
and engineering. The students were not given any compensation for completing and returning the
survey, so the only motivation was obligation (their instructor asked them to do this) or kindness.
The procedure for delivery and collection of the surveys was not tightly controlled since Dr.
Sugiyamawas a so acting as coordinator on avolunteer basis. Consequently, the response rate
varied from 100% in classes where students were asked to complete the survey in class(i.e,
History of Science, taught by Dr. Sugiyama) to only about 20% in the chemistry and engineering
clases. Thislow responserateis a serious threet to the interna vaidity of the sample because the
students who did respond were essentidly self-selected. It is believed that sdf-sdecting sudents
would fed more confident in their ability, and therefore should perform at a higher leve than a
randomly- selected sample from the same population.

Follow-up interviews were conducted with 20 students to clarify their responsesto the
survey questions. These twenty students were sdected based on their willingness to be
interviewed, their availability during the interview period, and their mgjor. In addition, two graduate
students were interviewed to gain another perspective from outside the population of interest. One
of Professor Sugiyama s graduate students, Kaori Takaguchi, assisted with trandation during the

interviews.

3.74 TA Sample Description

The responses of graduate teaching assistants (TAS) wereincluded in this study to serve asa
standard to which the student responses could be compared. The TAs who participated included
al of the laboratory ingtructors for the NCSU and UNC students who were the primary subject of

thisinvestigation. These TAs are considered to be valid experts since they were the ones most
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familiar with the laboratory curriculum, and they were responsible for assessing the laboratory and
data analysis skills of the students they taught. However, these TAs are not considered to be
authorities on measurement uncertainty since their experience and training is primarily limited to
their physics teaching experience and training, research lab experience, and their own
undergraduate laboratory experiences as astudent. The TAs participated primarily out of
obligation as part of their job responghilities, so their motivation was aso different than that of the

dudents. This difference in motivation is a potentid threet to the vdidity of the responses.

3.8 PhyscsLab Practicum

An important research tool used in this study was alaboratory practicum that was devel oped
to assess students' procedura knowledge. The Lab Practicum tested students' ability to make
accurate measurements, correctly use common laboratory equipment, and anadyze experimenta
data. The questions on this exam were selected to cover the topics and types of activities required
in the lab course, with approximately equal numbers of direct measurement and computationd
questions. The exam was administered at the end of the semester both at NCSU and UNC. The
NCSU students received extra credit for ther effort equivaent to 100% on one additiond lab
grade. The UNC students took the practicum as a makeup lab activity, so unlike their NCSU
counterparts, their performance was assessed and their score (normalized to 85%) counted toward

their course grade.

3.8.1 Interviewson Experimental Design

Six experimenta design interviews were conducted during the development phase of the

Lab Practicum. Two or three sudents participated in each interview asthey explored an open+
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ended investigation with questions designed to address key aspects of each experiment (Appendix
). The studentsin these interviews were from a specia section of the NCSU PY 208 course, and
they received extra credit towards their lab grade for volunteering to participate. Each student
sgned an informed consent form that explained the objective, procedure, and potential
consequences of the research (Appendix H). These experimenta design interviews were used
primarily to guide the development of the Lab Practicum, so a detailed analysis of the student

procedures and responses was not performed.

3.9 Limitations

Aswith any quaitetive research, there are limitations to the ability to generdize the research
findings to the broader population of interest, and even more limitations to consider when
practitioners try to gpply the findings to their own stuation. While the sudent samples sdected for
this study were chosen to be representative of typica university physics sudents, the findingsfrom
this study may not be congstent with al groups of students within this target population. The most

sgnificant interna and externd threats to vaidity are presented below.

3.9.1 ThreatstoInternal Validity

Thrests to internd validity are factors that can confound an observed difference between an
experiment group and acontrol group. Theinternd vdidity of an experiment is the extent to which
extraneous variables have been controlled by the researcher, so that any observed effect can be
attributed soldly to the treetment variable (Gall, Borg et d. 1996). This study did not employ a

traditiona experimental design to examine the effect of varying one sngle variable and obsarving
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the outcome, but comparisons are still made between different sample groups, and the factors that
could obscure any observed differences between these groups should be considered.
Differential selection
The observed differences between responses from student groups could depend as much or
more on the inherent differences between these groups (e.g. inteligence, prior education, and
experiences of the students) as on the differences in the physics laboratory curriculum. Random
assignment of students into treatment and control groups is the best safeguard againg differentid
selection, but thiswas not possible (or even relevant) since this study was not a traditiona
experiment design. However, it is expected that the effect of these individud differences would be
less noticeable with increased sample size.
History
Observed differences between groups of students may be affected by other events or factors
that occur over aperiod of time. This study examines different groups of students with varying
degrees of experience with physics. It is quite possble that factors other than their physics
ingruction could influence the ability of these students to analyze measurement problems. The most
sgnificant of these additiona factors are knowledge and experience gained from coursesin

datistics, chemistry, and |aboratory research experience.

3.9.2 Threatsto External Validity

Threats to externd vaidity are factors thet limit the ability to generdize the findings of a
sudy. Externd vdidity isthe extent to which the findings of a study can be gpplied to individuds
and settings beyond those that were studied (Gall, Borg et a. 1996).

Population validity
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Thereisinherent risk in generdizing from the sample of students selected from the localy
accessible population of students at NCSU and UNC to the larger target population of
introductory physics students nationwide.

Ecological validity

The generdization of findings from this study are dso limited by the extent to which the
environmenta conditions of the study approximate the actual conditions of the subjects in the target
population. For this study, these concerns relate primarily to whether or not the research
ingruments are “ authentic” or contrived. The most authentic sources of data for this study come
from the andys's of sudent lab reports and homework. These regular student assignments provide
anaura source of data, unlike the student surveys, interviews, and lab practica, which were
developed or conducted specifically for this research. These research insruments are subject to a
variety of factors which can influence student performance.

Motivation
The students in this sudy were generdly volunteers who received extra credit or sometimes no
tangible reward for their willingness to answer questions.  These same students might give different
answersif given the same questions as a graded homework assgnment or on an exam where the

stakes are higher.

52



4 Research Findings

41 Overview

Detailed findings from each of the research methods described in Chapter 3 are presented
here, organized by subject, from smple to complex levels of reasoning. The order followsthe list
of topics that experts believe sudents should know (Section 2.5), and this same order is preserved
in Chapter 5, where ataxonomy of student difficultiesis presented as asummary of these findings.
The vast mgority of data from this research comes from the Lab Practicum and the Measurement
Uncertainty Survey, as these two research tools proved to be the most useful in gethering the
desired breadth and depth of insght into students' trestment of measurement uncertainty. Findings
from student interviews, lab reports, and homework supplement these primary research

ingruments.

4.2 TheNatureof Uncertainty in M easuremernts

All measurements have some degree of uncertainty, no matter how carefully the
measurement was obtained. However, a sgnificant number of sudents (~50%) believe that exact
measurements can be made if high-quaity equipment is used and there is no "human error”

(mistakes made by the person taking the measurement) (Soh, Fairbrother et al. 1998).

4.3 Accuracy, Precison and the Use of Standards

Students often confuse precison and accuracy. A common mistake made by studentsisto
assume that a precise instrument or measurement is aso accurate, when this may not be the case
(i.e, thereisasystematic error). Misconceptions about measurements that may be * precisely
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wrong” suggest alack of understanding for the need to cdibrate equipment referenced to traceable
standards.

One example of the confusion between these terms was explored by asking NCSU
students to rate the accuracy and precision of the target shooting scenarios depicted in Figure 4-1.

A tdly of their responsesis provided in Table 4-1.

A B 0.‘. C

Accuracy: Good Accuracy: Poor Accuracy: Good?
Precison: Good Precison: Good Precison: Poor

Figure4-1. Accuracy versusprecision —target shooting example
Reference: (Doran 1980)

Table4-1. Student rating of precison and accuracy

n=61 A B C
Accuracy | Good | 59 (97%) 2 (3%) 13 (21%)
Poor 2 (3%) 59 (97%) 48 (79%)
Precison | Good 59 (97%) 48 (79%) 3 (5%)
Poor 2 (3%) 13 (21%) 58 (95%)

Bold indicates “correct” answers according to the author of this study.

Student responses are cons stent with the definitions of the terms accuracy and precision,
except for target C, where the shots are scattered (low precision), but on average they are
centered on target (good accuracy). One explanation is that students were asked to evaluate the
accuracy and precison of diagrams Smilar to, but not identica to the one above. In one case, the

last target was drawn with the shots scattered and none were within the inner circle or “bullseye’.



Of the 31 studentsin this particular group, 29 (94%) rated the accuracy low. Thisresponse rate
was dgnificantly different (p = 0.009) for another group of students in the same course (same
population) where 19/29 (66%) of the students rated the accuracy low. In this second class, one
of the shots was drawn within the bullseye. In discussing the responses with students, severd of
the students said that they rated the accuracy high for target C because of the mark in the center.
Thisfinding is smilar to when students get 0% error and do not consder the uncertainty of their

experimenta result (they ignore the scatter).

4.4 Reporting the Best Estimate of a Measured Value

Before examining sudents' practices related to the uncertainty in a measurement, we should
first discuss the proper procedure for determining and reporting the best estimate of the measured
vaueitsdf. Thisprocedureis quite smpleif only one measurement ismade: the measured vaue
should be reported to a reasonable number of significant digits, aong with a variable name and
gppropriate units. (Ex. Diameter = 3.25 cm)

When multiple measurements (replicates) are made of the same vaue, then the sample mean

(average) is most commonly used to represent the central tendency of the dataset. The mean for n

SX

individua measurementsisdefinedas X = T . If the sample digtribution is skewed by extreme

vaues, and there is sufficient judtification to omit these outliers from the data set (see below), then
the mean of the remaining values may be used to represent the best average vaue. If thereisno
good reason to omit outliers from the data set, then the median (middle vaue) is considered to be

abetter estimate of atypica centra vaue for the sample (Moore 1995).

55



4.4.1 Recognizing Anomalous Data

A common problem that arises when making measurements and andyzing datais the
guestion of how to treat anomaous data. Most experts agree that data should not be discarded
without good reason, but what criteria should be used to decide whether an outlier should or
should not be omitted from the data andysis? The smplest and safest solution isto never discard
any measurements. However, this practice of including outliers may sgnificantly skew the sample
data set 0 that the mean is not the best estimate of the target value. The solution that generdly
yields the most accurate resultsis to gpply Chaevenet's criterion, which states that a data point
should be discarded if less than half an event is expected to lie further from the mean than the
suspect measurement (Bevington and Robinson 1991; Taylor 1997). This criterion accounts for
outliersthat will exist with some predictable probability depending on the sample size and variance.
Another reasonable criterion isto discard a data point if it lies more than 3 sandard deviations
away from the mean, but to do so with reasonable judgment, especidly if the data set is small
(Baird 1995). Perhapsthe best solution is to re-examine the suspect data point and repest the
measurement if possble. Many great scientific discoveries have been made from investigating what
first gppeared to be an anomaly.

In the South Africastudy (Allie, 1998), one of the probes presented two dternatives for
dedling with an anomaly, and students were asked to choose which one they agreed with and
explan thar reasoning:

A group of students have to calculate the average of their (distance) measurements after

taking 9x readings. Their results are as follows (mm): 443, 422, 436, 588, 437, 429.

The students discuss what to write down for the average of the readings.

A: “All we need to do isto add al our measurements and then divide by 6.”
B: “No. We should ignore 588 mm, then add the rest and divide by 5.”
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Table4-2. Summary of responsesto the South African anomaly probe

Frequency
Category Description of response
n=121
The anomay must be included when taking an average ance dl readings 37 (30%)

must be used

The anomay is noted, but it has to be included in the average sinceiit is part 14 (12%)
of the spread of results

The anomay must be excluded as it ismogt likely amistake 30 (25%)
The anomay must be excluded asiit is outsde the acceptable range 38 (31%)
Not codeable 2 (2%)

Only about hdf of the students excluded the anomaly, which lies about 19 standard
deviations from the mean of the other 5 data points. Such a distart outlier isamogt certainly a
mistake and should be excluded from the data andlyss. It is surprisng that more students did not
exclude the anomdous point, especidly when the students were explicitly confronted with the
question of whether or not the suspect data should be omitted from the average.

In an effort to replicate the above findings and investigate how readily students recognize an
outlier, the South Africa probe was modified and included in the Student Measurement Uncertainty
Survey (Appendix D) administered to NCSU and Hokudai students. The Lab Practicum
(Appendix G) administered to NCSU and UNC students also included these questions. Version A
asked the following question:

A group of students are told to use ameter stick to find the length of ahdlway. They take

6 independent measurements (in cm) asfollows. 440.2, 421.7, 4345, 5234, 437.2,

428.9. What result should they report? Explain your answer.

Verson B asked the same question with one different data point (492.5 instead of 523.4):

440.2, 421.7, 4345, 4925, 437.2, 428.9

The data could be graphicaly represented on a number line (not shown to sudents):
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420 440 460 480 500 520

Figure4-2. Data pointsfor length of hallway problem
(Note that the anoma ous data points lie well beyond the cluster of other measurements.)

The purpose for the two different versons of the same question was to seeif there was any
difference in how students treated the anomal ous data point depending on whether it was 1.0 m or
0.5 m from the mean of the other 5 measurements. The measurements 523.4 and 492.5 were aso
chosen to seeif students more readily recognized an outlier when thefirg digit is different from the
other measurements. In both cases, the suspect measurement lies a least 8 standard deviations
from the mean, and therefore is most likely a mistaken result (possibly a counting error from
repeatedly moving the meter stick). The data sets were aso chosen so that the average of either
the 5 or 6 data points yielded a mean ending in an even digit followed by a5. The purpose of this
unusua condition wasto see if students would round their result up or down in accordance with
two different recommended procedures (Bevington and Robinson 1991; Serway and Beichner
2000).

According to their laboratory instruction manuas (Appendix A), sudents should answer
this question by omitting the extreme outlier and cdculating the mean and standard error of the
remaning five measurements. L = (432 £ 3) cm.  However, most of the NCSU and UNC
sudents averaged dl six data points and reported the mean to four significant figures with no

uncertainty estimate. Hereisasummary of how students answered this question:
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Table4-3. Summary of responsesto treatment of data question

Hokudai [NCSU-A[NCSU-B|NCSU| UNC | UNC
Student treatment of data Students | Students | Students| TAs | Students| TAs
nN=52 | n=36 | n=37 |n=13| n=40 | n=10
Number who reported avalue 30 29 27 11 37 10
Averaged dl 6 data points 15%* 62%0* 89%* | 27% | 80% 80%
Omitted single outlier and 35% 17% 4% 64% 8% 20%
averaged other measurements
Omitted high and low from avg. 50% 3% 4% 0 0 0
Reported median or other vdue 4% 17% 3% 9% 0 0
Reported 4+ sgnificant figures 86% 87% 96% 73% | 86% 30%
Reported 2 or 3 significant figs. 14% 13% 4% 27% | 14% 70%
Showed explicit uncertainty 10% 10% 11% 82% | 73% | 100%

Bold indicates response that is most correct according to expert opinion.
* indicates Sgnificant differences between samples

Sgnificant differences were observed among the sample groups in how they trested the data and
reported a best estimate. A much higher fraction (85%) of the Hokudai students omitted one or
more data points before calculating an average value, while only about 15% of the NCSU students,
and only 8% of the UNC students rejected the outlier before finding a mean value. Thiswide
discrepancy in the treetment of the data prompted further investigetion. During the follow-up
interviews, severd of the Jgpanese who had omitted both the highest and lowest value explained
that they had learned this “trimmed mean” procedure in their statistics class, and they gave an
example from the Olympics of dropping the high and low scores for skating competitions. Except
for the Hokudal students, the percentage of students and TAswho excluded the outlier was
sgnificantly less than the ~50% rate of the South African students who were explicitly confrorted
with thisissue. It appears then that most students (and TAS) followed the routine practice of
caculaing an average vaue without consdering the digtribution of the data. This concluson is
supported by the lack of drawings smilar to Figure 4-2 on any of the student (and only 2 of the
TA) papers. Itisquitelikely that alarger fraction of the students would have recognized and
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rgected the outlier if they had plotted the data points on a number line to visudize the didribution
of the data. As dtated by Box (1978, p. 25), “adot diagram is a vauable device for digplaying the
digtribution of asmall body of data (up to about 20 observations).”

Slight differences were also observed between the two versions of this data andysis
guestion. As expected, alarger fraction (17%) of NCSU students recognized and omitted the
outlier 523.4 from the data set compared with the 4% fraction of students who omitted the outlier
492.5. However, these differences are not satisticaly significant at the 0.05 level, so no generd
conclusions can be drawn. The seemingly large difference between the proportions of NCSU and
UNC TAswho averaged dl 6 measurements may aso be due to random chance since the
difference is bardly sgnificant at the 0.05 leve (the 2-tailed probability from Fisher’s exact test isp

= 0.03).

4.4.2 Ability to Make Accurate M easurements

Severd questions on the Lab Practicum assessed students' ability to make smple
measurements. Two such questions asked students to measure the diameter of a penny as
accuratdly as possible with both aruler (1 mm resolution) and with aVernier cdiper (0.05 mm
resolution). The ability of students and TAs to make and report an accurate measurement was
surprisngly low for such asmple task. Only about 60% of NCSU students and 70% of the TAs
accurately reported the diameter of penny measured with aruler within 0.5 mm, and 15% did not
correctly give avaue within the 1 mm precison of the ruler. The UNC students demonstrated a
sgnificantly higher level of competence with 88% of the students reporting accurate values within
0.5 mm and 100% within 1 mm of 1.90 cm, which isthe median vaue of dl responses. Itis

surprising that a higher percentage of the UNC students performed better on this task than did their
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teaching assgants, but the differenceis not satigticaly significant (p = 0.065). The one UNC TA
whose answer was not within the 1 mm resolution reported a diameter of 0.12 cm, whichisclearly
amistake,

The mog sgnificant difference between the student groups was for the proportion of
students who reported an explicit uncertainty vaue (as required). Even though nearly dl of the
students remembered to include proper units with their measurement, none of the 37 NCSU
students reported an uncertainty value, while about 40% of the UNC students did so. Section 4.5

discusses thisissue of reporting uncertainties in grester detail.

Table4-4. Measuring thediameter of a penny with aruler (1 mm resolution)

NCSU UNC-CH Signif.

D=1.90+ 0.05cm Students TAS Students TAs Diff.?

n=37 n==6 n =40 n=10 |(Fisher)
within 0.5 mm (1.85t01.95cm) | 21 (57%) | 4 (67%) | 35(88%) | 6(60%) | 0.0042

within 1 mm (1.8 to 2.0 cm) 31 (84%) | 5(83%) | 40 (100%)| 9(90%) | 0.0098

vaue reported to 1 Sg. fig. 4(11%) | 0(0%) 0 (0%) 0 (0%) 0.049
vaue reported to 2 9g. figs. 26 (70%) | 5(83%) | 26 (65%) | 4 (40%) 0.64
value reported to 3 Sig. figs. 7(19%) | 1(17%) | 14 (35%) | 6 (60%) 0.13

explicit uncertainty reported? 0(0%) | 2(33%) | 18(45%) | 7(70%) | <0.001

reasonable uncert. (0.025t0 0.1cm) | 0(0%) | 1(17%) | 15(38%) | 6 (60%) | <0.001

units shown? 35 (95%) | 6 (100%) | 40 (100%) | 10 (100%) | 0.23

wrong units? (do not matchvaue) | 8 (22%) | 2(33%) | 4(10%) | 1(10%) 0.21

The ggnificant difference column gives the probability for the 2-tailed Fisher’s exact test that
compares the proportions of NCSU and UNC students; p-vaues less than 0.05 are shown in bold
to indicate satisticdly sgnificant differences between these proportions.

The performance for dl groups dropped considerably when using the Vernier cdipersto
obtain the same measurement within the same error limits. Ironicaly, it gopears that sudents lose
accuracy with this measuring instrument that allows for much gregter precision. What is even

more surprising is that only two-thirds of the students and TAs in both groups reported diameter

measurements that were cons stent with each other. The failure of one-third of sudentsto
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recognize a discrepancy between their two measurements of the same quantity with different
indruments is another indication that students do not associate a meaning to the quantities that they

measure and report — they are just numbers.

Table4-5. Measuring the diameter of a penny with calipers (0.05 mm resolution)

NCSU UNC-CH Signif.
D =1.905 + 0.005 cm Students| TAs | Students TAs Diff.?
nN=37| n=6 n=40 n=10 [(Fisher)
within 0.5 mm (1.85t0 1.95 cm) 20 (54%)| 5 (83%) | 27 (68%) | 7 (70%) 0.25
within 1.0 mm (1.80 to 2.00 cm) 21 (57%) |6 (100%)| 30 (75%) | 8 (80%) 0.10
vauereported to 1 5g. fig. 4(11%) | 1(17%) | 0(0%) 0 (0%) 0.049
vaue reported to 2 g. figs. 22 (59%)| 2 (67%) | 6(15%) | 1(10%) | <0.001
vaue reported to 3 9g. figs. 7(19%) | 2(67%) | 21 (53%) | 2(20%) | 0.0040
vaue reported to 4+ 9g. figs. 2(5%) | 1(17%) | 13(33%) | 7(70%) | 0.0034
explicit uncertainty reported? 0(0%) | 2(33%) | 15(38%) | 6(60%) | <0.001
reasonable uncert. (0.002t00.05cm) | 0(0%) | 1(17%) | 11 (28%) | 5(50%) | <0.001
units shown? 27 (73%) |6 (100%) | 39 (98%) | 10 (100%) | 0.0026
wrong units? (do not match value) | 5(14%) | 2 (33%) | 4 (10%) 0 (0%) 0.73
agrees with ruler measurement? 24 (65%)| 4 (67%) | 29 (73%) | 7 (70%) 0.62

The ggnificant difference column gives the probability for the 2-tailed Fisher’'s exact test that
compares the proportions of NCSU and UNC students; p-values less than 0.05 are shown in bold
to indicate statisticaly sgnificant differences between these proportions.

A third question on the Lab Practicum asked students to determine the radius of a stedl ball

as accurately as possible using any available equipment. The intent of this question was to see how

many students would correctly use the Vernier caipers (instead of aruler) without explicit

ingructions to do so. The student performance on this task was disgppointingly low, with only

about half the students reporting an accurate radius measurement. A summary of the results are

shown in the following teble.
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Table 4-6. Accurately finding radius of a steel ball using any available equipment

NCSU UNC-CH Sgnif.

R =0.79 £ 0.01 cm (NCSU) Students | TAs | Students TAs Diff.?
R =0.951 + 0.001 cm (UNC) n =36 n=7 n =40 n=10 |(Fisher)
Radius reported within 1 SD 5(14%) | 3(43%) | 18 (45%) | 6(60%) | 0.0054
Radius reported within 5 SD 10 (28%) | 4 (57%) | 22 (55%) | 6 (60%) 0.021,
Diameter reported instead of R 7(19%) | 2(29%) | 6(15%) | 4 (40%) 0.76
Reported using cdipers 13 (36%) | 0(0%) | 24 (60%) | 7 (70%) 0.043
used cdlipers correctly 2(6%) | 0(0%) | 18(45%) | 7(70%) | <0.001
Vauereported to 1 5g. fig.* 15 (42%) | 2(29%) | 1(3%) 0 (0%) <0.001]
Vaue reported to 2 5ig. figs* 15 (42%) | 3(43%) | 18 (45%) | 2 (20%) 0.82
Vaue reported to 3 5g. figs* 5(14%) | 2(29%) | 20 (50%) | 8(80%) | 0.0013
Vaue reported to 4+ 5g. figs* 0(0%) | 0(0%) 1 (3%) 0 (0%) 1.0
Explicit uncertainty reported 1(3%) | 3(43%) | 17 (43%) | 6(60%) | <0.001
Reasonable uncertainty 1(3%) |1(14%)| 11(28%) | 5(50%) | 0.0027
Units shown 31 (86%) |7 (100%)| 35 (88%) | 10 (100%) 1.0
units congstent with value 31 (86%) |7 (100%)| 33 (83%) | 10 (100%) 0.76

* Number of significant figures reported has been adjusted to account for those who reported

diameter instead of radius.

The sgnificant difference column gives the probability for the 2-tailed Fisher’s exact test that
compares the proportions of NCSU and UNC students; p-vaues less than 0.05 are shown in bold
to indicate statisticaly sgnificant differences between these proportiors.
“Correct” responses are aso shown in bold.

The most significant difference between the NCSU and UNC groups is the percentage of

students who reported an explicit uncertainty vaue. Although these particular measurement

questions for the penny and sphere did not explicitly ask students to include an estimate of their

uncertainty, this requirement was clearly stated at the beginning of the ingtruction sheets. Despite

this, only one of the NCSU students included an uncertainty estimate on any of these three

questions, while about athird to half of the UNC students did so. Of the UNC students who did
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report an explicit uncertainty, about three-fourths had reasonable uncertainty vaues (as defined by
expert judgment). Thisissue of determining and reporting uncertainty values is explored in greater
detail in the following section.

The TAs from both schools reported uncertainty vaues with their measurements more
readily than the corresponding groups of students, but the UNC TAs consistently reported
uncertainty vaues more frequently (and correctly) than the TAsfrom NCSU. This difference

reflects the level of emphasis placed on error analysisin the laboratory curricula of the two schools.

4.5 Determining and Reporting the Uncertainty of a M easurement

The ability of sudentsto estimate the uncertainty of a measurement isa skill that is necessary
for the higher-levd task of evaluating the qudity of the measurement. Unfortunately, many students
fall to report an uncertainty for a measurement, even when they are explicitly asked to do so. Of
those who do report a quantitative estimate of the uncertainty, this value often indicates aleve of
precison that is unreasonably low or high. One indructor emphasized this point on the Expert
Survey: “My philosophy isthat avaue for the uncertainty is necessary, but the mathematics
should be kept as smple as possible. The point isthat the result should be reasonable.”

The following tables summarize how UNC students reported uncertainty vaues on the Lab
Practicum. (Less than 10% of the NCSU students reported explicit uncertainty vaues for these lab
practicum questions, so a meaningful analyss of this smal sample group was not possible with such
alow responserate.) Some of the questions explicitly or implicitly required an uncertainty value as
noted in the table below. Questions labeled “no mention” mean that students were not reminded to
include an uncertainty vaue. However, the generd ingructions on the first page of the practicum

stated that “for questions that require anumerical result, write your answer asyou would for a
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formal lab report or scientific journd to indicate an gppropriate degree of accuracy (proper number

of sgnificant figures and uncertainty).”

Table 4-7. Student reporting of uncertainty valuesfrom UNC lab practicum

Uncertainty # of Sig. Figs Response
Quedtion from Lab Practicum |Type*| Required? | 1 | 2 | 3 | 4 |Frequency
1. Measureradius of sted ball M no mention | 17 17 (43%)
2. Report length of hallway C nomention | 6 | 6 | 17 | 1 | 30(75%)
4. Report Sn(85° + 1°) C suggested | 26 | 7 | 2 35 (88%)
5. Mess. dia of penny with ruler M no mention | 18 18 (45%)
6. Mess. dia of penny with caliper M no mention | 15 15 (38%)
7. Find race car accdl. from graph CIM required 6 | 8| 1 15 (38%)
9. Report accd. of fdling ball C required 15|11 ] 6 | 2 | 34(85%)
10. Find rotating mass from data C suggested 8 1 9 (23%)
11. Meas. dengty of nickdl coin M nomention | 5 | 1 6 (15%)
12. Meas. g with pendulum M nomention | 2 | 3 5 (13%)
Average:| 12 | 3.6 | 2.7 | 0.3 | 18 (45%)

*M/C indicates whether the question required a direct measurement, calculations, or both.

The response rate for reporting explicit uncertainty values ranged from 13% to 88% on
these questions, with lower response frequencies corresponding to questions that required direct
measurements and did not explicitly remind students to include an uncertainty estimate. The
response frequency aso appears to have diminished withtime, since about 45% of the students

included uncertainty estimates with direct measurements at the beginning of the practicum, but the
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response frequency decreased to about 15% by the end of the practicum (which took students

about two hours to complete).

Somewhat surprisingly, the UNC students reported uncertainty vaues with an gppropriate

number of sgnificant figures (1 or 2) about 90% of the time. Students only reported uncertainty

vaues with excessive precison (3 or more sgnificant figures), on questions that required a

caculated result. A similar trend was observed for the result values (as opposed to the uncertainty

vaues), asshown in Table 4-8.

Table4-8. Student reporting of significant figuresfor UNC lab practicum

Question from Lab Practicum |Type?| n | 1 | 2 | 3 | 4 | 5+ |[U/O* &
6. Mess. dia of penny with caliper M |40 O] 6 |21]12| 1| U |-0.80
4. Report Sn(85° + 1°) C |39 4|4 |25(5| 1] U |-067
5. Measure dia. of penny with ruler M |40 O | 26|14 O | O | U |-0.65
1. Measureradius' of stedl bl M [ 40| 1 |17[18| 4| 0| U [-048
12. Measure g with pendulum CM|32]| 0| 01616 0| O [050
2. Report length of hdlway C |37/ 0] 3| 2(|32] 0| O |[0.78
7. Find race car accel. from graph CM|36| 2 |11|13| 6 | 4| O |0.97
9. Report accd. of fdling ball C |38 0] 3|33 1] O |[105
10. Find rotating mass from data C |32 0| 6|15 7] 4| O |128
11. Measure density of nickd coin C 36| 0| 4]18(13|] 1| O |131

Notes:

1) The number of Sgnificant figures has been corrected to account for students who reported

the diameter instead of the radius of the sted bdl.

2) M/C indicates whether the question required a direct measurement, calculations, or both.

3) Boldindicatesthe “correct” number of sgnificant figures for each question.
4) U/O indicates whether students tended to report vaues with too much (O = overly

precise), or with too little precision (U = under-reported).
5) disthe average number of sgnificant figures above or below theided number.
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There appears to be a correlation between the type of question (measured or calculated)
and the implied precison of the reported vaues. Students tend to report vaues with too many
sgnificant figures if the result comes from cdculaions, but insufficient precision is often reported for
direct measurements. One explandtion is that sudents underestimate the uncertainty in asingle
measurement because they often congder only the instrument precision (£ 1/2 divisonor = 1
divison) and do not include other sources of error that contribute to the overdl uncertainty. This
was the case for 7 out of 10 lab groups in the French study in which 20 students were asked to
measure the focad length of alens, where f was not well-defined over a4-mm range (Sere,
Journeaux et a. 1993). Even though these students recognized that a variety of factors contribute
to the uncertainty in the foca length, only one group attempted to account for these factorsin their
evaudion of the uncertainty.

An attempt was made to confirm the findings from the French study by asking asmilar
question on the Lab Practicum given to the NCSU and UNC students. The students were told to
use alight ray box (which can produce 5 parale light rays) to measure the focdl length of a
diverging lens with less than 5% uncertainty in the measurement. The accepted answer (based on
careful measurements and analysis of the TA responses) wasf =-12.5 £ 0.5 cm, which hasa
relative uncertainty of 4%. A summary of the responses given by the sudents and TAs is provided

in Table 4-9.

Table4-9. Uncertainty valuesreported for thefocal length of alens

Uncertainty NCSU NCSU UNC UNC
(cm) Students TAs Students TAs
05 n=2/28 n=23/5 n=10/19 | n=2/6
0.8 1
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0.5 1

0.3 1

0.2

0.24

0.225

0.10 1

0.05 1 1

NIWIN(FR|FP|F-
=

0.01

Correct f vaue? 2 (7%) 3 (60%) 2(10%) | 3(50%)

f<0? 0 0 5 (26%) 0

unitsreported? | 26 (93%) | 5(100%) | 17 (89%) | 6 (100%)

The student response rate for reporting an explicit uncertainty was quite low on this question,
especidly given that the question directly stated that the uncertainty of the measurement should be
less than 5% (implying that an uncertainty value be reported). Only 2 out of the 28 NCSU students
reported an explicit uncertainty, while about haf of the UNC students and both groups of TAs
showed uncertainty values. Even more surprising isthat only about 10% of the suderts
successfully reported afoca length measurement that was within 1. cm (2s, or 10%) of the
accepted vaue, and only about haf of the TAs did so. We should note that none of the students
or TAs reported the foca length to be negative as required for a diverging lens. The only
successful part of this question was that over 85% of the students and all of the TAsincluded units
with their reported vaues (dthough 5 of the NCSU students reported mm when they meant cm).
From these poor performance results, it is clear that there are more fundamentad issues a stake

than the more esoteric matter of correctly reporting uncertainty vaues.
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45.1 Relative Uncertainty and Significant Figures

Even when an explicit uncertainty is not reported with a measured value, the number of
sgnificant figuresimplies a certain degree of precison. More specificdly, theimplied precison is
based on the assumption that the last reported digit is uncertain. This uncertainty may be+ 0.5 or

+ 1 last digit depending on the context (Taylor 1997).

Table 4-10. Correspondence between significant figures and relative uncertainty

Sig. Implied Implied Relative
Figs. | Vaue Uncertainty Uncertainty

1 1 +050r+1 50% or 100%

1 9 +050r+1 5% or 11%

2 10 +050rx1 5% or 10%

2 99 +050rx1 0.5% or 1%

3 100 +050rt1 0.5% or 1%

3 999 +050rt1 0.05% or 0.1%

The number of significant figures reported in the uncertainty of a measurement should
accurately reflect the gppropriate confidence of the uncertainty estimate. The precision of the
uncertainty valueislimited by the lowest precison factor that contributes to the overd| estimate of
thisvaue. In many cases, an uncertainty estimate can only be known with about 50% confidence,
which means that this vaue should be reported with only one or two significant figures. Even if the
uncertainty is represented by the standard deviation of the mean, avery large sample sze (n > 10
000) would be needed to justify the use of more than two sgnificant figures. This practice of
reporting uncertainties to only one or two sgnificant figuresis consistent with nearly al of the error

andysis sources referenced in this study.

Table4-11. Relative uncertainty of the sample standard deviation
L | | | valid |
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n Exact Vsgrt[2(n-1)] | Sig. Figs. | Implied Uncertainty
2 76% 71% 1 10% to 100%
3 52% 50% 1 10% to 100%
4 42% 41% 1 10% to 100%
5 36% 35% 1 10% to 100%
10 24% 24% 1 10% to 100%
20 16% 16% 1 10% to 100%
30 13% 13% 1 10% to 100%
50 10% 10% 2 1% to 10%
100 7% 7% 2 1% to 10%
10000, 0.7% 0.7% 3 0.1% to 1%

Source: 1SO Guide to the Expression of Uncertainty in Measurement, 1993.
The approximate expression for the relaive uncertainty of the standard deviation for asample of
gzenis

Sq 1

s :JZ(n- 1)

From the figures in the above table, the approximate and exact expressions for the uncertainty of

the standard deviation are essentidly equivadent for n > 5.

4.5.2 Lab Practicum Question on Relative Uncertainty

Cognitive ingghts about relative uncertainty were gathered from both NCSU and UNC
students and TAs who took the Lab Practicum that was administered at these schools. One
particular question directly asked students to explore the connection between the number of
sgnificant figures and the relative uncertainty implied by a number. The question and responses are
provided below:

The number of sgnificant figures reported for a measured val ue suggests a certain degree of

precison. What is the rdative uncertainty implied by the following numbers?

a) 020 impliesan uncertainty of + %
b) 9.8 implies an uncertainty of + %
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c) 40
d) 0.103

implies an uncertainty of
implies an uncertainty of

+ I+

%
%

Table4-12. Relative uncertainty responsesfor UNC and NCSU students

0.20| 9.8 40 |0.103 Rationale NCSU|NCSU| UNC | UNC
TAs | Stud. | Tas | Sud.
(%) | () | (%) | (%) nN=8|n=23|n=16|n=61
5 1 25 1 (* 1last digit)/value 1 0 11 15
5 1 0.25 1 1
5 2 2.5 1 1
5 10 2.5 1 1 1
5 10 20 1 1
5 10 100 0.5 1
5 5 10 2.5 1
005 | 001 | 025 | 0.01 1
005 | 0.2 1 0.003 1
005 | 001 | 003 | 001 1
005 | 001 | 0.03 | 0.029 1
25 | 051 | 1.25 | 0.485| (¢ 1/2last digit)/value 1 2
2.5 05 | 125 | 0.049 1
2.5 0.5 1.2 15 1
2.5 05 | 125 | 048 1
25 051 | 125 | 485 1
25 | 051 10 4.85 1
25 | 256 | 125 | 243 1
25 51 125 | 4.85 1
2.5 10 25 5 1
1-10 | 1-10 | 1-100| 0.1-1 | dg.fig. tablein lab manua 3 15
1 5 1 1 1
10 1 0.1 0.1 1
1 10 200 0.1 1
001| 01 1 0.001 | absolute uncert. in lagt digit 2 5
001 | 01 10 | 0.001 1 3
001| 01 10 |0.0001 1
0.1 1 10 0.01 2
0.01 1 10 | 0.001 1
0.1 0.1 10 0.01 1
001| 01 0 0.001 1
0.1 10 1 0.1 1
0.1 1 2.5 0.9 1
0.1 4.9 20 [0.0515 1
0.005| 005 | 0.5 [0.0005 haf of last digit 2 1
005 05 | 5 [0005 + 5inlagt sg. fig. 2
0.01 | 0.05 0.5 | 0.005 1
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10 10 20 5 1
10 100 | 1000 0 1
10 30 90 5 1
20 5 25 5 1
20 40 0 50 1
20 980 | 4000 | 10.3 | percent equivaent of value? 1
2 98 100 | 1.03 1
0.02 | 098 1 0.001 1
20 10 0 30 1
71 71 100 50 Vsgrt(n1), n = # 9g. figs. 1
47 58 7 100 1
1 10 10 0.1 1
Table4-13. Relative uncertainty responsesfor 1st and 2nd semester UNC lab students
020 98 | 40 |0.103 Rationale UNC | UNC | UNC| UNC
TAsl | Stud.1 | TAS2| Stud.2
(%) | (%) | (%) | (%) N=10 | n=38 | n=6|n=23
5 1 25 1 (% 1lagt digit)/value 5 10 6 5
5 1 0.25 1 1
5 10 2.5 1 1
0.05| 001 | 0.25 | 0.01 1
005| 0.2 1 ]0.003 1
0.05| 0.01 | 0.03 | 0.01 1
0.05| 0.01 | 0.03 | 0.029 1
25| 051 | 1.25 |0485| (x 1/2last digit)/value 1 1 1
25| 05 | 1.25 | 0.049 1
251 05| 12 | 15 1
25 | 051 | 125 | 4.85 1
25 | 051 | 10 | 485 1
25 | 256 | 125 | 243 1
005| 05 5 10.005 + 5inlag 9¢. fig. 2
0.01| 005 | 0.5 |0.005 1
0.01| 01 1 |0.001| absoluteuncert.inlast digit 5
001| 0.1 10 | 0.001 1 2
001| 0.1 0 ]0.001 1
01| 10 1 0.1 1
1-10| 1-10 | 1-100| 0.1-1| dg.fig. tablein lab manud 3 6 8
1 1 1 0.1 1
1 5 1 1 1
10 1 01 | 0.1 1
1 10 | 200 | 0.1 1
20 | 980 | 4000 | 10.3 | percent equivaent of vaue? 1
2 98 | 100 | 1.03 1

72




| 72 | 71 | 100 | 50 | Vsgrt(n-1), n=#sg. figs. | | 1 | | |

There were no sgnificant differences a the a = 0.05 leve in the proportion of responses
from the first and second semester UNC students. However, there were significant differences
among the groups of TAswho answered this question correctly. None (0/8) of the TAsfrom
NCSU gave correct vaues for the reaive uncertainties, while over haf (11/16) of the TAsfrom
UNC correctly answered this question (p = 0.004). The difference in responses from these groups
could be explained by the differing emphasis and exposure to this particular concept in the curricula
a the two schools. What is most interesting is that there may dso be adifference (p = 0.09)
between the UNC TAs who taught the first and second semester |ab courses. Despite the fact that
the first semester lab TAs had studied and answered this same question during their training sesson
at the beginning of the semester, only 6 out of 10 answered this question correctly, while al (6/6) of
the experienced TAs who taught the second- semester [abs supplied the correct answer. Even with
the smdl sample szes, the difference between these proportions is Sgnificant a thea = 0.10 levd.

It isdso surprising that more of the NCSU and second-semester UNC students did not
correctly answer this question because most of these students had used WebAssign for submitting
their physics homework assgnments. WebAssign is an on-line homework ddlivery system that
directly confronts students with the connection between sgnificant figures and relaive uncertainty
since the default setting only accepts numerica answers within 1% of the interndly caculated vaue.
This 1% tolerance means that students must submit numerica answerswith at least 2 or 3
ggnificant figures. Evidently, this connection was either not well understood by these students, or

the question on the Lab Practicum was confusing.
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Students' failure to recognize the connection between sgnificant figures and reldive
uncertainty can be understood partialy from previous research that has examined difficulties
students have in understanding ratios and proportions (Arons 1990). The findings from this Sudy

confirm that sudents have greater difficulty thinking in terms of proportions than absol ute measures.

4.5.3 Propagation of Uncertainty in Calculations

The uncertainty in a calculated val ue depends on the uncertainties associated with each
term used to compute the result. A conservative but Smple method of estimating the uncertainty in
aresult can be found by computing the maximum and minimum vaues based on the uncertainties of
each term (this is sometimes known as the “ max-min method”). The proper method of computing
the uncertainty in a caculated result is to add the variances of the input quantities according to the
propagation of uncertainty equation (see Section 2.1). This process of computing uncertainty values
can be tedious and time consuming, but the calculations can often be smplified by ignoring terms
that do not significantly contribute to the total uncertainty. An “error budget” can be compiled by
listing each of the uncertainty factors and ranking them according to how much each contributesto
the overdl uncertainty (see Table 4-18). Thistechnique facilitates identification of the primary
source of uncertainty in aresult; however, it isrardy performed by students or even ingructors.

Based on interview results, students generdly do not recognize that the “rues of Sgnificant
figures’ for addition and multiplication are Smply a quick and easy way to estimeate the precision of
acaculated result from the errors that propagate from the origind data. These rules can be Sated
asfollows

When adding or subtracting measurements, the result should be rounded to the same
number of decima places as the number with the lowest precision (fewest decima places).
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When multiplying and dividing, the number of Sgnificant figures that are rdiably knownina
product or quotient is the same as the smalest number of Sgnificant figuresin any of the
origind factors.
While these rules of sgnificant figures are an efficient means of propagating uncertainty and
estimating the gppropriate degree of precison in many cacuations, they are not vaid for
mathematica functions like exponentids, logorithms, and trigonometric functions.
One of the questions on the Lab Practicum required students to find the uncertainty of a
caculated result based on the uncertainties given for two independent factors:
A student performs a smple experiment to find the average acceleration of afaling object.
He drops a basebal from a building and uses a string and meter stick to measure the height
the ball was dropped. He uses a stopwatch to find an average time of fal for 3 tridsfrom
the same height and reports the following data:
h=525+015m, t=1.14+0.06s.
Use the equation a = 2/t* to determine the average accd eration and its uncertainty.

Answer using propagation of uncartainty: a = 8.1+ 0.6 m/s’
Answer usng max-min method: a =8+ 1 m/s’

Table4-14. Uncertainty reported for acceleration of falling ball

uncertainty | NCSU NCSU UNC UNC
value Students TAs Students TAs
reported |n=22/36| n=7/7 | n=34/40 | n=10/10
<0.02 1 3
0.06 1 7
0.07, 0.08 2 3
0.11 1 3
0.2 3
0.3,0.33 1 1 3
0.5 1
0.6 2 1 4
0.7,0.8 2 2 1 2
0.88, 0.9 1 10 3
1,11 3 3
>1.2 4 3
other 2
% correct 19% 86% 30% 90%
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The correct response rate of 30% for the first-semester UNC students is dightly higher than (but
not satisticaly different from) the 19% correct response rate of the first-semester NCSU students.
However, both of these student groups performed at aleve significantly below the ~90% correct
response rate of their [ab TAs. This suggests that practice and experience with propagating

uncertainties does make a difference, but a Sngle semester is not sufficient to master this skill.

4.5.4 Uncertainty in dopeand y-intercept from linear regression

Even though the issue of determining the dope from alinear regression was not a srong
concern that emerged from the Expert Survey (this topic was only mentioned once), it is an issue
that is commonly encountered in introductory physics laboratory experiments. Therefore, two
questions on the Lab Practicum were designed to address this concept. For each question,
students were given a set of non-linear data (distance versus time for a car that is accelerating, and
voltage versus time for a charging capacitor). The students were ingructed to analyze the datato
find either the acceleration or the time congtant. Unfortunately, fewer than 10% of the students
(and only about 25% of TAS) anayzed these data sets correctly, so it was not possible to
investigate how students treated the uncertainty in the dope of alinear regression fit for these
problems. These exercises clearly demondtrate that students do not have the skills needed to
decide how to andyze a set of data (this procedure is usualy specified for sudentsin their lab
manuas— “plot agraph of velocity versustime’). While theissue of determining the uncertainty in
the dope isimportant for drawing conclusions, it is secondary compared to the more fundamentd

task of finding a reasonable estimate of the intended result.
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Despite the lack of student data for thistopic, abrief discusson iswarranted to address the
determination of the uncertainty in the dope and y-intercept from alinear fit. If sudents graph their
data by hand, the uncertainty in the dope can be estimated by drawing linear fits with the maximum
and minimum dopes that gppear to reasonably fit the generd trend of the data The uncertainty is
then haf thisrange in the dope vdue (Baird 1995). Likewise, the uncertainty in the y-intercept can
a0 be edimated as hdf the range in the intercept vaues for the maximum and minimum dopefits.
The easiest and most accurate method for sudents to find the uncertainty in the dope and y-
intercept is from a software program that automatically computes and reports these values. Severd
such programs are widdy used in introductory physics labs (e.g., Graphicd Andysis and Logger
Pro by Vernier; Science Workshop and Data Studio by Pasco). Some data anadlysis programs,
like Excdl, report the correlation coefficient, r or r?, instead of the standard error of the slope and
y-intercept. For alinear fit of the equation, y = a + bx, to aset of n data points, the standard

error of the dope b and the y-intercept a can be found from the correlation using the following

@r?-1 Sx?
b:b v and Sa:Sb T

Determination of the uncertainty in a power-law fit or other non-linear least squares fits are beyond

formulas (Lichten 1999):

the scope of this study since these more complex procedures are not even addressed in many of

the reference books on introductory error analysis.

4.6 Identifying Sourcesof Error

Measurement errors result from a variety of sources that include the precision and accuracy

of the measuring insrument, the ability of the experimenter to read and interpret the measurement,
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and the uncertainty inherent in the phenomenon being measured. Asingtructed in the ISO Guide,
dl of the known sources of error should be included in the overal estimate of the uncertainty of a
single measurement. However, as stated earlier from the French study (Sere 1993), students tend
to focus on the insrument precision when specifying the uncertainty in amessurement.  Students
aso0 seem to believe that more expensive or high-tech instruments may reduce or diminate
experimentd error (Soh, Fairbrother et a. 1998). This sentiment is supported by one NCSU
student in this study who reported that “there was no error in our experiment because we used a

computer to collect and analyze our data.”

4.6.1 Accuracy of Typical PhysicsLaboratory Equipment

Before discussing student views on the sources of error, itislogica to first examine the
precision and accuracy that can be expected of measuring instruments that students typicaly
encounter in an introductory physicslab. To thisend, | conducted a cursory investigation of the
physics laboratory equipment available to NCSU and UNC students. The precision of each
ingrument was based on its resolution. The accuracy was determined from technica specifications
in catadogs, owners manuals, NIST cadlibrated sandards, or a conservative estimate from the
typica relative precison of the indrument. In generd, these values can only be estimated to the
nearest order of magnitude, because various grade insruments are available and most instruments

can measure vaues over arange that is at least one order of magnitude.

Table 4-15. Typical uncertainty valuesfor common physicslaboratory equipment

Dimension I nstrument Typical Typical  |Common Limiting Error
Precision Accuracy Factor
time digitd stopwatch 0.01s 1to 10 ppm* | reactiontime(~0.29)
time photogate 0.001s 0.01% data processing
length meter stick 05to1 mm <0.5% visud resolution
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length Vernier cdipers | 0.05t0 0.1 mm 0.1% misreading scale
length micrometer 0.001 mm 0.01% falure to zero, misusng
mass eectronicbdance | 0.01t00.1g 0.1% cdibration
mass triple beam balance 01g 0.1% cdibration
mass brass mass sets 1lg 0.1% cdibration
volume | graduated cylinder 1to10mL 1% 10 5% cdibration
frequency | Sgnd generator 3to 4 digits 0.1t0 1% cdibration
voltage multimeter 1to 4 digits 1% cdibration
V, freq. oscilloscope 2 digits 1%1t03% | visud resolution, cdib.
current multimeter 1to 4 digits 1% 10 5% cdibration
resstance multimeter 1to 4 digits 1% to 3% extraresstance, cdib.
capacitance| capacitance meter 1 to 3 digits 5% to 15% cdibration
inductance LCR meter 1to 3 digits 5% to 15% cdibration
meg. fied Hall probe 2 digits 5% cdibration

*ppm = parts per million (1 ppm = 0.0001% accuracy)

From the above table, it is clear why very few introductory physics experiments yied results
with lessthan 1% error. The uncertainty of many of the above measurementsis limited by the
accuracy of the device, not the precison (resolution). This means that Sudents are often
confronted with situations where the measurement they obtain is more precise than it isaccurate. A
notable exception is for time measurements. Quartz crystal resonators are now widdly used in most
timing devices, and even though they are inexpensive, they provide measurements that are severa
orders of magnitude more accurate than any other common lab equipment. It isinteresting then,
that so many students (and reference books) mention the accuracy of atimer as alikely source of
error: “Another source of error isthat our stopwatch was not accurate [it ran too fast or dow].” —

quote from student
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4.6.2 Sourcesof Error Reported for Nickd Coin Experiment

One part of the Lab Practicum asked students to decide if nickel coins are made of pure
nickel based on their measured density. The actud text from this exercise is provided here, dong

with a summary of the responsesto this exercise.

Use aVernier caiper and a balance to measure the density of anickel coin. Does your
density value match (agree with) the density of pure nickel? (r niaw = 8.912 g/e®). From your
measured density, can you determine whether nickel coins are made of pure nickel? Which of
your measurements contributes the most error to your measured density value?

Table4-16. Measured density of nickel coins

NCSU NCSU UNC UNC
Density Students TAs Students TAs
(g/em?) (n=32/36)'| (n=7/7) |(n=36/40)|(n=10/10)
Average 10.6 6.8 75 7.0
M edian’ 7.2 7.1 7.1 7.2
Maximum 70.3 7.5 48.4 9.2
Minimum 0.6 4.4 3.2 1.2
Std. Dev. 16.5 1.1 7.2 2.1

'Some samples had less than 100% response rate.
“Best estimate measured by author: 8.8 + 0.4 g/en’.

A surprisingly wide range of density measurements was reported for thisexercise. The
outliersin the student samples especidly skewed the average density vaues for these groups, so
the median values are more representative of vaues typicaly reported. These median values are
congstent (within 2% of each other) across dl four sample groups, yet these median vaues are
about 20% lower than the density of nickel coins based on their composition. The reason for this

dramatic discrepancy is discussed below.

Table4-17. Arenickel coins made of pure nickel?

NCSU NCSU UNC UNC

Answer Reasoning Students TAs Students Tas
(n=27/36) | (n=6/7) |[(n=32/40)| (n=28/10)
no none 16 (59%) 3(50%) | 26(81%) | 4 (50%)
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no density too low 4 (15%) 2 (33%) 3 (9%) 4 (50%)
no cost 2 (7%)
probably not density too low 1 (17%) 2 (6%)
maybe 1 (4%)
not sure 4 (15%) 1 (3%)
yes 0 0 0 0

According to the U.S. Mint, nickel coins are 25% nickel and 75% copper. So even though the best
estimate of the measured density of the nickel coins (8.8 + 0.4 g/cm®) matches the density of pure
nickel, we can not conclude that these coins are made of pure nickel because any number of
combinations of metals could yield the same density (asis the case here). However, if the measured
density of the coin was significantly different than 8.912 g/cn, then we could conclude that the coin
was not pure nickel.

Table 4-18. Sourcesof error reported for measuring the density of a nickel coin

Actual NCSU NCSU UNC UNC
Sour ce of Error Students TAsS Students TAS
Error Contribution | (n=27/36) | (n=8/7) |[(n=27/40)| (n=7/10)

thickness (height)| 5% t020% | 4(15%)* | 3(38%) |16 (42%)*| 3 (43%)

diameter (radius) | 0.5% to 1% 5 (19%) 2 (25%) 6 (16%) | 1(14%)

mass 0.1%t02% | 11 (41%)* 3(38%) | 6(16%)* | 3(43%)
volume 2 (7%) 2 (5%)
reading caliper 1 (4%) 4 (11%)
measurement error 2 (7%) 2 (5%)
human error 2 (7%) 1 (3%)
paralax 1 (3%)

* gatidicdly sgnificant difference between sudent groups a thea = 0.05 leve.

The most popular source of error specified by the UNC students was the thickness (height)
of the nickel coin. This source of error clearly contributes the mogt to the total uncertainty in the
density caculation because of the indentations on the front and back faces of the coin. Many of
these students correctly recognized and stated this fact in response to the question about the
primary source of error. The NCSU students, however, stated the thickness at a significantly lower
rate (p = 0.028) and instead primarily believed that the mass measurement contributed the most to
the overdl uncertainty in the density. One possible reason for this difference is that the NCSU
students used a triple-beam baance to weigh the nickd coins, while the UNC students used a
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digitd dectronic bdance. Even though both of these instruments had the same resolution
(precision) of 0.1 g, there appears to be a perception by the students that the analog instrument is
less accurate than the digital balance. A more carefully designed experiment with arandomly-
assigned split sample would be needed to confirm this observation snce the difference here is
between sample groups.

It israther surprising that even though a significant fraction of the students recognized thet the
raised surfaces on the coins are a source of error, nearly al of the sudents and TAsin this sudy
failed to account for this factor in their calculation of the dengity. Asaconsequence, al but three
sudents density vaues were unreasonably low due to the inaccurate thickness measurement. This
systemétic error resulted in about 90% of the students and TAs concluding that nickel coins are not
made of pure nickel, and none stating that the coins are pure nickdl. Whileit istrue that nickel
coins are 25% nickel and 75% copper (according to the U.S. Mint), the average dengty of this
nickel dloy is8.92 glen, which is indistinguishable from the density of pure nickd (8.912 g/cn)
(Weast 1988). Since the relative uncertainty of the measured dengity isat least + 5%, it is
impossible to resolve the 0.1% difference in densities with this measurement procedure. Despite
the fact that nickd coins should appear to be made of pure nickd based on their dengity, only two
out of the 76 studentsin this study stated that nickel coins might be pure nickd.

One additiond observation from this andyssisthat even though *“human error” gppeared
severa (3) times as asource of error, it was not nearly as popular aresponse as is perceived by
laboratory ingtructors who regularly complain about students using this vague explanation in their

lab reports.
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4.6.3 Sourcesof Error from Student Laboratory Reports

Student laboratory reports were examined to determine if students could identify the primary
source of error in an experiment. After only abrief period of investigation, it became obvious that
this question could not be clearly answered because students generaly did not identify the single
most important source of error. Instead, they tend to cite a“laundry list” of al possible factors that
could contribute to the experimental uncertainty, perhaps hoping that at least one of these might be
vaid and satisfy the lab ingructor who is grading the report. Unfortunately, many of these
supposed sources of error were not relevant to the experiment or did not adequately explain the
observed difference between the experimental and predicted results. Nearly al sudentsfail to give
quantitative arguments for the sources of error they list. Instead, these factors tend to be based on
the students “fed” for the experiment (as verified in sudent interviews). Nowhere in thisentire
sudy did asingle student (or TA) provide an error budget which lists the sources of error ong
with anumerical estimate of each contribution to the total experimental uncertainty (as
demongtrated in the ISO Guide and many NIST publications). Such detailed uncertainty analysisis
not warranted for most introductory physics experiments; however, exposure to Smple uncertainty
budgets might be a useful tool for giving sudents a clearer understanding of which factors

contribute the most to the total uncertainty.

4.7 Useof Uncertainty for Comparing Results

One of the most important reasons for determining the uncertainty of an experimenta result
isto provide a meaningful way to compare the result with other smilar values. By comparing
results, researchers can decide if an experimenta result agrees with atheoretica prediction, or if

results from smilar sudies are consstent with each other. Whileit isimportant to be able to
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compare experimenta results with known uncertainties, it is not trivid to do so because of the
inherent uncertainty in the measurements. Even when thereis a prescribed procedure for deciding
when results do or do not agree, the evauation may not be reliable since the procedures for
evauating and reporting the uncertainties vary among experimenters (see Table 2-1). Judging the
agreement between uncertain resultsis dso chalenging because eval uation isthe highest levd of
cognitive reasoning:

Bloom’s Taxonomy of the Cognitive Domain (Bloom 1956)

1. Knowledge — memorization of facts, words, and symbols
2. Comprehension — understanding the meaning of knowledge
3. Application — gpplying concepts to various Stugions
4. Andysis— breaking apart complex ideas
5. Synthesis— putting individua ideas together to form a complete explanation
6. Evduation — making decisons and judging the merits of ideas
As Benjamin Bloom assarts, reasoning at the higher cognitive levels (andyss, synthesis, and
evauation) requires an undergtanding at the lower levels. This hierarchy can explain why students
struggle to make vaid conclusions when evauating empirical data. If they do not have the kills
and experience necessary to comprehend and andyze their results, then the process of evduation is
nearly impossible.
The research for this section was driven by the following questions:
1. How doesthe evauation process of students differ from that of experts?
2. What criteria do students use to decide whether two results agree? Do students consider
the spread of the data, the average, or both when deciding? Students often say that results
agreeif they are“closg’. Doestheir judgment depend on the number of significant figures,

the magnitude, relative difference, or something else?

3. Isthere aparticular representation that helps sudents correctly decide on agreement?
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4.7.1 Criteriafor Judging Agreement

The experts and reference sources on error anaysis do not agree on the criteria used to
decide if two results are consstent with each other. In fact, some references (e.g. 1SO Guide,
Bevington) do not even address this critical issue and leave the judgment to the reader. One smple
criterion isthat results are congstent when their uncertainty ranges overlap, and they are discrepant
when their uncertainty ranges are not close to overlgpping (Taylor 1997). This“overlap criterion”
as0 emerged as the most common viewpoint amnong the 25 experts who responded to the
Measurement Uncertainty Survey and 12 new graduate Teaching Assstants in the Department of

Physics and Astronomy & UNC-CH (see table).

Table4-19. Expert criteriafor deciding agreement between measur ements

Expert Survey UNC
Criteria Respondents TAs
(n=25) (n=12)
if uncertainty ranges overlap 10 8
if 1s overlap 4
less than 2 standard errors 3 1
if difference<3's 1
use t-test (with pooled variances) 3
not sure 2 1
other 3 1

A short survey was designed to further andyze sudents’ criteria for agreement between
measured vaues. This Data Comparison Survey (Appendix K) was administered to two small
groups of TAs (n = 11) and students (n = 12) at UNC. Four measured vaues with uncertainty
were presented in the survey, and respondents were asked to decideif each pair agreed with each
other. These vaues and uncertainties were carefully selected so that the Six possible combinations

span the various degrees of overlap. A graphicd representation of the data with error bars was
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aso shown on the survey. Normdized Gaussian distributions that correspond to each measured
vaue are shown here for comparison purposes (but were not shown on the survey). This Data
Comparison Survey addressed two main questions.

1) When do two measurements with known uncertainties agree with each other?
2) What representation is most helpful for deciding whether results agree or disagree?

This second question was answered directly, and a clear mgjority of students (8/11) responded
that the graphica representation with error bars was the preferred notation. It is quite interesting
then that none of the 200+ studentsin this study ever drew such a graph to help them evauate
whether two vaues overlapped. This observation is consistent with the study by Sere, et d. (1993)

where none of the 20 students drew a graph to compare the vaues and the uncertainty intervals.

Experimental Results
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Figure4-3. Comparison of resultswith error bars

Normalized Gaussian Distributions
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Figure4-4. Corresponding Gaussan distributions
Note: This figure was not shown on the survey.

Studentsand TAswer e allowed approximately ten minutesto consider their answersto
each question and writethem on thesurvey. A summary of their responsesis shown in

Table 4-20.
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Table 4-20. Do these measurements agr ee?

p-value UNC UNC

Comparison Degree of Overlap from Students TAs
z-test Y N ? | Y|N
B=C? Ranges overlap both midpoints 0.76 9 1 1 10| O
B=D? One midpoint within other range 0.49 4 3 5 10| O
C=D? Ranges overlap but not midpoints 0.23 3 6 3 9| 2
A=C? Ranges meet but no overlap 0.18 3 5 4 51| 4
A=B? Almost overlgp 0.14 0 12 0 0|11
A=D? No overlap 0.001 1 11| 0 0|11

Y =yes, they agree; N =no, they do not agree; ? = not sure, more information needed

From the above table, the criteria for agreement between two results gppear to depend on the
degree of overlgp between the uncertainty ranges. This criterion is more clearly defined in the
regponses from the TAs than in those of the students, who were more likely to say that an
overlapping pair did not agree, but who were aso more uncertain of their answers (a closer
examination of the student criterion is presented in section 4.7.3).  The borderline caseis where
the ranges just meet but do not overlap, as seen from the 5 to 4 salit in opinion from the TA

respondents. This borderline case is examined in the following section.

4.7.2 Overlapping Uncertainties versust-test

Whileit is easy to identify uncertainty ranges shown by error barsthat do or do not
overlap, this criterion for agreement has severd hidden complications thaet make it much less clear
than might be expected. An uncertainty vaue can represent avariety of different meanings, so an
evauator must ask afew basic questions. What confidence interval does each uncertainty
represent? Do the error bars indicate some multiple of the standard deviation, the standard error,
or the standard uncertainty? How many degrees of freedom are associated with each uncertainty,

or what was the sample size? Are the uncertainties of the measurements being compared Smilar in
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Size, or isone much bigger than the other? Isit appropriate to assume that the point estimates
come from normal population distributions? Are the measurements correlated so that the
uncertainties are not independent of each other? Each of these factors can affect the conclusion
made from a comparison between two values and their uncertainty.

When conducting statistical hypothesis tests, two point estimates are considered
significantly different if the test Satistic indicates sufficient evidence againgt the null hypothesis
(Ho) that thetwo vaues are equa. Thisevidenceis given by the probability (p-vaue) that the test
datistic would take a vaue as extreme or more extreme than the actually observed outcome, if H,
were true (Moore 1995). If the p-vadueisassmdl or andler than a pecified sgnificancelevd a,
then the data are atisticaly sgnificant at level a. A common sgnificance leve for generd
hypothesstestingisa = 0.05 (Agresti and Finlay 1997). Some experts say that if the p-vaueis
less than 0.01, there isa highly significant difference between the vaues (Taylor 1997). The z-
test gatidtic is used with the standard normd distribution to compare two mean scores with known
vaiances. An interesting question then arises. Isthe z-test datigtic with asgnificanceleve of a =
0.05 congstent with the overlap criterion? Answering this question requires two key assumptions:

1. The measurement uncertainty represents the 68% confidence interva corresponding to

2. ?rfeiasr.npling digtribution for x is approximately norma (not skewed).

A z-score is the difference between the results divided by the pooled standard error, which isthen
used with the standard normd distribution to find the two-tailed probability that z could be greater

than the absolute value of this observed gatistic.

Xo- %

st +s;

z= and p=2P(Z*|2)
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The p-values corresponding to each of the six possible pair-wise comparisons from the
Data Comparison Survey arelisted in

Table 4-20. These probability values were caculated based on the assumption that the midpoint is
amean and the uncertainty is a standard error. The borderline case where the uncertainty ranges
barely overlap corresponds to a p-value of about 0.2 (actualy 0.16 to 0.32 depending on the
relative uncertainty of each value). This means that the overlap criteria used to determine agreement
will result inaType | decison error occurring about 20% of the time, which is more frequent than
thetypicd a = 0.05 dgnificance level that is used for comparing mean vauesin datigtica
hypothesistesting. (A Type | error occurs when a researcher concludes that two vaues are
sgnificantly different when in fact they are not.) From the range of p-vaues, it appearsthat thea =
0.05 cutoff gpproximately corresponds to the Situation where the + 1S uncertainty ranges come
close to overlapping, but do not meet.

Since there gppears to be a common belief that experimenta vaues agreeif their
uncertainty ranges overlap, it might be reasonable to suggest that a certain coverage factor k be
used to expand the experimenta error bars to be consstent with the widdy-used a = 0.05
sgnificance level. As tated earlier, if the error bars represent + 1s, then aType | error will be
made about 20% of thetime. However, therisk of a Type | decision error could be reduced to a
= 0.05 if the error bars represent + ks, such that when the error ranges barely overlap, the

corresponding z-test probability would be 0.05. The z-datitic that corresponds to a probability of
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p = 0.05 for atwo-tailed hypothesstest isz=1.96. Therefore, to find the appropriate vaue for K,
we use the condition that:

ks, +k
2:1—52:1_96
312+322

Thedesred value of k then depends on the relative magnitude of each uncertainty, and the limiting
cases occur when the uncertainties are equa in Size or when one of the uncertaintiesis zero. These
two extremes yield a desired range of:

k=139 (whens;=s;) to k=196 (Wwhens;=00rs,=0)
Sincethisrangeiscloser to k = 2 than k = 1, it seemsthat scientific or indugtrid disciplines which
report uncertaintiesas + 2s are more consistent with accepted Satistical interpretations than are
disciplines like physics where uncertainties are typicaly quoted as+1s (see Table 2-1). Itis
interesting to note that the ISO Guide to the Expression of Uncertainty in Measurement does
not specify a particular coverage factor that should be used for an expanded uncertainty, but
mentionsthat vaues of k = 2 or 3 are common, since they correspond to approximately 95% and
99% confidence intervals for an assumed norma distribution.

A recent articlein The American Statistician (Schenker and Gentleman 2001) examined
thisissue of evaluating the sgnificance of differences between two point estimates by comparing the
overlap between their 95% confidence intervals with the sandard method of testing ssgnificance
under the assumptions of congistency, asymptotic normality, and asymptotic independence of the
edimates. The “standard method” rejects the null hypothesis at the 0.05 leve if the 95%
confidence interval for the difference between the point estimates does not contain 0. This

difference interva is computed as follows.
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(% - Xp) £1.96\s? +s 7

where x; and X, are the point estimates, and s; and s, are the standard errors associated with
each point estimate. The “overlap method” reects the null hypothesis at the 0.05 leve if the 95%
confidence intervas for each point estimate do not overlgp. The nomina 95% confidence intervas
for each point estimate are given by:

X, +1.965,
X, +1.965 ,

If these confidence intervals overlap, then there is no significant difference between the estimates.
The authors of this article conclude that the overlap method has lower datistical power than
the standard method, especialy when the point estimates have smilarly-sized standard errors. If the
null hypothesisis true according to the sandard method (no significant difference), the overlap
method regects the null hypothesis less often (is more conservative). If the null hypothesisisfase
according to the standard method (a sgnificant difference does exist), the overlap method failsto
regject the null hypothesis more frequently (is more conservetive; lower power). The overlap
method gpproaches the standard method in the limit as one point estimate has a stlandard error that
is much less than the other (assuming that the 95% confidence limits are employed). The authors
acknowledge that the overlap method is smple and often convenient, but they conclude that the
overlap method should not be used for forma sgnificance testing. However, the anadlyssin this
article only consgders a 95% confidence interva for each point estimate. As discussed earlier in
this section, a 68% confidence interva is most often used in physics, and this tends to have the
opposite effect of having a Type | error more often than would occur with the slandard method and

a =0.05.
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This article only examined the case for large sample szes where the sandard error isfairly
well known. However, introductory physics labs often have smal sanple Szes (generdly n=1to
10 data points), so the error (or uncertainty) in a measurement is not well known. In such cases
where assumptions of normdity are not met, the standard method may not be vaid and the overlap
method is better judtified Snce no judgment about sgnificant differences can be made with high
confidence. For example, with only 5 data points, the Student’ s t-statitic that corresponds with an
a =0.05ist =225when s; = S,. Inthiscase, aconfidenceinterva usng k =2 instead of k = 1
would yield overlap judgments that are more consstent with the slandard method.

In conclusion, the overlap method is more intuitive to both undergraduate and graduate
sudents, especidly if they have not sudied tests of gatisticd sgnificance. A graphical depiction of
the overlapping confidence intervals dso aids students in concluding whether their experimentd
results do or do not agree with atheoretical prediction within the uncertainty of their measurements.
Asdiscussed in the next section, students tend to make judgments about the qudity of their data
without even consdering the uncertainty associated with the measurements. While the sandard
method is most accurate for evauating the difference between large sample averages, the overlap
method appears to be the best option for introductory physics students to use sinceit provides a

smple and reasonably accurate way to decideif two measurements are consistent with each other.

4.7.3 Case Study for Judging Agreement

An effort was mede to replicate the findings from a previous study where students were
confronted with a Situation where there is not clear agreement between two data sets. 1n the study

conducted by S. Allie et d., 121 students were asked to defend one of two positions tekenina
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scenario where abdl is alowed to roll down aramp and fal onto the floor a distance d from the

edge of the table:

Two groups of students compare their results for 5 releases of abdl a h = 400 mm.

Group A: 441 426 432 422 444 Average =433 mm
Group B: 432 444 426 433 440 Average = 435 mm

Group A says: "Our result agrees with yours."

Group B says: "No, your result does not agree with ours.”

The following table categorizes the responses given by the suderts:

Table4-21. Responsesfrom South African students about agreement of measurements

Number of
Code Description Students Yes No
(n=121)
1 It depends on how close the averages are 62 (52%) ~35% | ~17%
2 It depends solely on the relative spreads of the data 4 (3%) 0 3%
3 It depends on the degree of correspondence between 10 (8%) unclear | unclear
individua measurementsin the two sets
4 It depends on both the averages and uncertainties | 34 (28%) | uncler | unclear
5 Not codeable 11 (9%) unclear | unclear

According to the researchers, the most prevaent idea was to compare the average values and then

decide whether the averages were “closg, far, or consstent.” About two thirds of this Category 1

group concluded that the two averages were congstent by suggesting that “the averages might not

be the same but they are only different by 2 mm, which isavery smdl digance” Theremaning

third expressed the contrary view that “433 and 435 are totally different numbers,” and severd

students stated that “the answers aren't exactly the same, so how can they agree with each other?’

It isinteresting to note that the students consdered the absolute difference between the average

vaues (2 mm) ingteed of the relative difference between the values (0.5%). Thistype of thinking is

conggtent with novice problem solvers (Arons 1990).
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Studentsin Category 2 expressed statements like, “the results do not agree sincethe
uncertainty in group A will be greater than group B.” Category 3 students compared individua
measurements between the sets of data and typicaly reasoned that “the values for the two groups
match almost exactly.” The most sophisticated reasoning was demonstrated by about athird of the
students (Category 4) who consdered both the uncertainty or spread in conjunction with the
average to cometo a concluson. However, this group had some difficulty expressing their idess,
meking statements like, “if we find the uncertaintiesin A and B the average of A will most likely fdll
in the range of B(av) = B and the same will gpply to the average of B to A(av) = A,” and “with
every average there should be a standard deviation and chances are both will be in the same
range.”

This same scenario was presented in the Data Comparison Survey to afirst-semester
physics laboratory course at UNC, and these students gave similar responses. Of the 11 students
surveyed, 8 said that the results of Group A agreed with those of Group B. As can be seen from
the written responses provided below, these students possess awide array of vague and unclear
criteriafor judging agreement.

a. What do you believe? Do these results agree with each other? Please explain your answer.
b. In generd, what criteria do you use to decide if two measurements agree with each other?’

la. Yes, they agree with each other. Both averages and sets of data are Smilar leading to
aconclusion that the results are at least accurate and most probably precise.
1b. Their accuracy or closeness to each other isthe criterial would use.

2a. Yesthey agree, despite the fact that in each single release, the results can vary grestly,
the averages come out to be close to one another.

2b. How close their averages are, how precise the data of one group is compared to the
other.

3a Yes, they have dmogt identica average, and individua drops of both groups are within
the same range.
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3b. Consistency

4a. | think that these results do agree with each other. Compared to the large (>400 mm)
distance being measured, a difference of 2 mm is not significant enough to cregte a
discrepancy between the results. If group B is being exact, then any difference at dl, even
one of 1 x 10" mm would create a discrepancy.

4b. | look at how sgnificant the difference isin relation to the magnitude of the data being
measured.”

5a. Y es, neither shows big discrepancies from the mean, so they agree with each other.
5h. Precision and accuracy; the difference in the averages.

6a. | would say the results agree because 3 of 5 of their numbers match and numbers
which don't are within bounds of the experiment with the exception of 422.
6b. Yes, for the same reason stated above.

7a | bdieve that the results agree with each other. Thelr expected differenceis very
smilar. From just eyeing the data, it gppears their standard deviations would overlap.
7b. First accuracy. If the results are too widely varied, | wouldn’t consider them valid.

8a Theresults of both groups are smilar to each other; in three cases, they had the exact
same number. In another comparison between one of the two remaining sets of numbers
(the onesthat don't maich), the differenceisonly 1 mm. The last comparison is off by
more— 11 mm. This could be due to ahuman error, so indl, | think that theresultsarein
agreement.

8b. Graphing isamore precise method, the eye can catch a difference more eaglly.

9a Generdly the results agree with each other due to the fact that the find answers of each
group isfarly close. But they do not exactly agree with each other. Therefore, it redly
depends on how close you want to be. Overal, they do not agree.

9. The final average, the closeness of each individud drop, the overdl spread of the
drops.

10a. | believe that the data doesn’'t agree because the amounts vary by too much. Of
course errors will occur in both labs, but a difference of 2 mm istoo much.
10b. | try to decide by how much the 2 measurements differ, in order to seeif they agree.

11a No. While the averages are nearly the same, the datais not. Group B had the one
“low” datapoint at 426 mm and it is basicaly that one point that makes their average even
closeto group A’s, who have more than one data point in that generd vicinity.

11b. Not only do the average data measurements have to be nearly the same, but the
paiterns of the individua points must also be nearly dike.
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Table4-22. Criteria used by UNC studentsto judge agreement

Criteria Frequency

(arbitrary) closeness of average results 3

same or different individua data points

smilar spread or range of data

and| rdaive difference in results

precison or consstency of data vaues

average and patterns must match

PRI (INNW|W

2 mm differenceis too much

Based on the above responses, the criteria used by students to determine agreement
between responses is much more vague than the overlap criterion used by experts. Students often
make judgments about the closeness of the agreement without consdering the inherent variability of
thedata. These judgments are based on arbitrary standards or the student’s “fed” for the size of
the difference between the results. This conclusion is supported by statements made by studentsin
interviews and in their 1ab reports. One student explained that the percent error between an
experimental and theoretica vaue should be less than 10%, because that is what his high school
teacher had told him (thus basing his judgment on an authority figure insteed of his own empiricd
data). Another student used a 5% cutoff limit for an acceptable percent error, since that is what he
learned from his gatistics class (he had confused the a = 0.05 leve of significance with the concept
of percent error). Severd other students Ssmply stated that they “felt” their experimentd error was
acceptable because it was “smadl.”

Students aso seem to focus their attention on the agreement of individual data points rather
than the generd trend of the data. All of these epistemologies are ditinctly different from the
expert modd of thinking, which consders the difference between the results in terms of the

uncertainty or oread in the results for the specific Stuation being investigated.
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Based on student 1ab reports, it seems that sudents are often reluctant or unable to make
judgments about whether their results agree or disagree with smilar results. Students aso have the
tendency to claim that their experimenta result agrees with (or even proves!) atheory, even when

such clams cannot be justified in terms of the data they collected and analyzed.

4.7.4 Best Representation for Judging Agreement

In order to examine this data comparison issue from another pergpective, a combination
ora/written survey was administered to the NCSU PY 205 SCALE-UP (firs semester caculus-
based physics) class of 44 students on November 3, 1999 (which was after the students' third lab
of the semedter). This survey was presented via a PowerPoint presentation titled, "An Examination
of Scientific Datac When are two results different?’ (See Appendix Jfor origina wording of
guestions). No explicit ingtruction had been given to sudents prior to this survey to judge
agreement between measured values, yet they had been asked to discussin their |ab reports the
results they got from experiments compared with what they expected from theoretica predictions.

Below are the student responses to each of the eight questions that were asked. Following
each question is an analyss of the results and an attempt to make sense of the resultsin comparison
with the South Africa study.

“ Suppose an experiment has been conducted to examine the effect of an independent
variable on the time for an object to move dong a given path.”

Question #1. Do these results suggest a significant difference?
without treatment: t; = 1.86 s

with treatment; t,=207s
Student Responses (n = 44):

YES - explan why 19 (43%) — “correct” response
NO - explanwhy 12 (27%)
CAN'T TELL - explanwhy 13 (30%) — “correct” response
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Since the difference between these values (0.21 s) is much greater than the precision of
either value (0.01 9), thereis clearly a discrepancy between the values as they are stated with no
explicit uncertainty. Despite this fact, about athird of the 44 students answered that there is no
sgnificant difference between these vdues. Evidently these students assumed some degree of
uncertainty for each value and decided that the absolute difference of 0.21 s, or the rdative
difference of 11%, was not large enough to consider these vaues to be sgnificantly different. This
type of reasoning is clearly much different from that of experts who judge agreement or

disagreement between vaues based on the amount of uncertainty associated with the vaues.

Question #2. What if 2 more trialswererun? Doest; =t, ?

Trid # t1 (9 t2 (9
w/o treatment with treatment

1 1.86 2.07
2 1.74 1.89
3 2.15 2.20
Averages. 1.92 2.05
Student Responses (n = 44):
YES - explan why 10 (23%) — “correct” response
NO - explan why 22 (50%)
CAN'T TELL - explainwhy 10 (23%)
Other 2 (4%)

Here the two data sets agree because they overlgp dmost entirely, although this overlap is not
entirely obvious by smply glancing a the vduesin the datateble. (The mean vaues dso agree
datigticaly snce at-test yidds a p-vaue of 0.42, which is hardly sufficient evidence to rgect the
null hypothesis.) It would be easier to visudize this overlap if the data ranges were presented

graphicaly, which is the purpose of the next question. It isinteresting that many students
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maintained their same podition as they did for the first question — the vaues are not equivaent,
despite the additiona information about the variation in these numbers. Thisfinding is somewhat
congstent with the S. Africastudy where 17% of the students said that the two average vaues they
were examining (433 and 435) were not equivaent.

Question #3. Doest; = t, when plotted?

Experimental Results
*r—t——>
——x1
= nm —B— o
1.5 1.7 1.9 2.1 2.3 2.5
Student Responses (n = 44):

YES - explan why 14 (32%) — “correct” response
NO - explan why 26 (59%)
CAN'T TELL - explanwhy 3 (7%)
Other 1(2%)

It isnot clear why most of the students responded that the two val ues were not equivaent snce the
generd consensus from both students and expertsis that two results agree with each other when
their uncertainty ranges overlap. Perhapsthis question is perceived differently from Question #3

above, or maybe the students answering the questions were confused about the series of questions.

4.7.5 Conclusionsabout the Agreement of Measured Results

Multiple methods were used to examine student and expert thinking about the agreement
between measurements. From this analys's, it gppears that novices tend to think more in terms of

absolute differences between results and ignore the uncertainty of the values while experts think
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more in terms of relaive differences and dso consder the uncertainty of the vaues when making
comparisons. The “overlap criterion” is most commonly used by physics laboratory ingtructors to
decide whether two results agree with each other. More advanced experts use the statistical t-test
to decide agreement, but the conclusions found from gpplying at-test do not always correspond
with the overlgp condition. The criteria used by students to judge agreement is often arbitrary and
not as clearly defined asthat of experts. Students often claim that their results agree with a
theoretical prediction even when such a clam cannot be judtified by the uncertainty of their

experimental data.
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5 Summary

51 Overview

The objective of this broad-based study was to examine the fundamental practices
demonstrated by students related to the treatment of uncertainty associated with measurements.
The research was guided by the following questions:

1. What are the common conceptions and practices demongtrated by introductory physics
students regarding measurement uncertainty and error analysis?

2. How do students treet the uncertainty in measurements differently than experts?
3. Why do students believe what they do about measurement uncertainty?

5.2 Principle Findings from Students

Through this investigation, the following principle findings were discovered. These findings are part

of acomprehensve ligt that is presented in Appendix B.1.
Arbitrary evaluation of results without considering uncertainty - Students often make
arbitrary judgments about the agreement between results and fail to consider the uncertainty
estimates when making these comparisons. It gppears that students do not recognize thet the
primary reason for determining the uncertainty in measurements is to convey the qudity of the
result and to make objective decisions about the agreement between results.
Failureto report uncertainty - Students tend to avoid specific statements that quantify the
uncertainty of a measurement, even when they are explicitly ingtructed to include an uncertainty
esdimate. This reluctance is more pronounced for directly measured val ues than for caculated
values.
Failureto identify primary source of error - Students have difficulty identifying the primary
source of error in an experiment, and they generdly do not andyze the effects of individua
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uncertainty contributions to the total uncertainty of the result. Insteed, sudents often list a
variety of possble factors that might have affected the experimenta results, but these factors
are rarely quantified or ranked to indicate which ones are most significant.

Improper use of significant figures- Students tend to overstate precision (too many
sgnificant figures) of caculated vaues, and understate the precison of directly measured
values.

Improved but limited expertise with increased exposure - The quality of responsesto
measurement questions was generaly digned with the amount of training and exposure sudents
hed to the subject. While thisfinding is not surprising, it provides encouragement that
instruction does appear to make adifference. However, even graduate teaching assistants
made many of the same mistakes or omissions that were common among student responses,
which suggests that these issues are not trivia to learn and apply. This concluson isaso
supported by comments made by instructors who were reluctant to cal themsaves “experts’ in

the subject of error analysis.

5.3 Additional Findings

While the focus of this research was an examination of introductory physics sudents understanding
of measurement uncertainty, severa important findings outside this scope were discovered and
should be highlighted:
In 1993, the Internationd Standards Organization (1SO) published anew set of guidelines for
expressng the uncertainty in measurements. Nearly dl of the physics ingtructors and students
surveyed in this sudy were unfamiliar with these recommended procedures that are now widely

accepted and practiced throughout the world in industries that strive to be ISO certified. The
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I SO recommended practices should be incorporated into academic curriculato better prepare
sudents for careersin science and indudtry.

The notation used to express the uncertainty in measurements varies consderably among
experts, which was the reason for the introduction of the 1SO guiddines cited above. This
incongstency gives students confusing and conflicting ingructiona examples, and can result in
digtinctly different conclusions when comparing two values with error estimates, depending on
the interpretation of the confidence level associated with each uncertainty.

Despite the numerous possible confidence levelsimplied by error bars, a clear mgority of both
students and instructors use the “error bar overlgp” criterion to decide if two results agree with
each other. Thisfinding emerged from the research (aresult of the grounded theory approach)
and was not expected a priori. The consequence of thiswiddy used criterion isthat it results
inaTypel error 16% to 32% of the time if the error bars represent + 1s. This meanstha
sudents will conclude that two results are sgnificantly different more often with this overlap
criterion than they would using at-test with 5% sgnificance levd.

Physicsingructors reported that they learned to andyze measurement errors primarily from
studying or teaching undergraduate |laboratory classes. In fact, the undergraduate |aboratory
experience was cited twice as often as any other source for learning error andyss. Thisis
strong motivation to ensure that students learn proper procedures for expressing uncertainties
early in their academic careers, rather than postponing introduction of this subject until
advanced undergraduate labs or graduate school.

Perhaps the most important discovery from this research is the redization that students have

ggnificant difficulties smply obtaining accurate measurements of physicd quantities (as
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evidenced from the Lab Practicum). Theissue of determining the uncertainty of a measurement
is secondary compared to the importance of finding a reasonable estimate of the intended

measurement.

54 Questionsfor Future Research

Aswith dl scentific research, one interesting question naturaly leads to other new pathways
that could beinvestigated. Below are severd questions that were raised but not fully answered in

this sudy.

Why do students believe what they do about measurement errors?

While this question is one of the three origina research questions, this study primarily examined
how studentstreat errorsin measurement. The epistemologica why question can only be
examined and understood after first understanding how students and instructors treat uncertainty.
Explanations for some of the student difficulties have been presented here, but further investigation

is needed to better understand the rationae behind the student practices.

How effectiveisthe graphica error bar representation at getting students to use the uncertainty
of their measurements to draw avalid conclusion about the agreement or difference between

two vaues?

Although the “overlgp method” is commonly employed by physics students and ingtructors,

hardly anyonein this study used error barsto visualy examine the overlgp between uncertainty

105



ranges. An Exce spreadsheet has been developed to easily dlow students to enter measurement
and uncertainty values and see these error bars. This Data Comparison tool is now available to

physics laboratory students at UNC, and the effectiveness of thistool should be evauated.

How frequently do students find that their experimenta result does not agree with the

theoreticd vaue?

Based on the limited data obtained for this study, it appears that students often obtain
experimenta uncertainties that underestimated, so that a Type | error occurs more frequently than
32% of the time (as expected for an experimenta value with a 68% confidence interva compared
to atheoretica vaue with negligible uncertainty). If this perception is correct, why does it occur
and should it be corrected by having students use a 95% confidence interval (or some other

confidence interva) to estimate experimenta uncertainties?

How close together must two results be for sudents to decide they agree?

From this studly, it was discovered that students often ignore the uncertainty of a measurement

when evauating aresult, and they use arbitrary criteriato decideif aresult is acceptable. Learning

more about the udents' evauation criteriawould be beneficid for developing ingtructiond

Srategies to correct this common occurrence.
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If research-based curricula are devel oped and implemented, how effective will they bein

helping students make the trangition from novice to expert treatment of uncertainty?

Now that we have a basic understanding of the chalenges facing students' understanding of
measurement uncertainty, new curricula can be devel oped to address these problem aress, as has
been done with other subjects through research in physics education. Implementation and

evaudion of the curriculum is part of the continuing research - curriculum development - indruction

cycle.

5.5 Concuding Statement

The findings from this study reved that sudents have difficulties with many of the fundamenta
agpects related to measurements and the comparison of measured values. The most significant of
these are the reluctance to specify a quantitetive estimate of the uncertainty in ameasured vaue, the
inability to identify the primary source of uncertainty in an experimenta result, and the fallure to
consder the uncertainty of a result when comparing measured values. While these are important
findings, they are secondary to more fundamenta problems that students have with making
accurate measurements and analyzing data. Hopefully the research documented in this study will
help educators improve ingruction of this subject that is fundamentd to dl types of scientific

investigations.
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